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Foreword

I prepared these notes for lecturing Ergodic Theory (PhD level) in the Federal University of Minas
Gerais (UFMG), during 2020. I haven’t revised them completely so they most likely contain
mistakes, but still they may have some useful parts: in any case, proceed with caution.

For the course, I assumed some familiarity of the students with abstract measure theory and
functional analysis, but not with dynamical systems. My audience were (typically first year)
specialists in either Dynamics or Probability, so I’ve tried to cover topics of common interest in
these two areas.

The basic bibliography was [8, 9, 15, 20], from where I have borrowed broadly. Other useful
material is [21, 26, 29, 30].

To do: there are very few exercises, I’ll try to add more in the future. The index requires more
work.
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CHAPTER 1

Introduction

Ergodic theory is a vast and very active area of mathematics, with many interactions with other
branches (as algebra, dynamical systems, probability, geometry, number theory, and so on). It is
somewhat difficult to define precisely what ergodic theory is: we’ll content ourselves with the
working definition given below and discuss informally some examples and applications to give
the reader some general panorama. A few of these examples will be studied with more detail
during the course.

Definition 1.0.1 (due to Sinai). Ergodic theory is the study of the statistical properties of group
actions on non-random objects.

Setting

• (M,BM, µ) is a measure space.

• G is a group (or a semi-group).

• T : G↷M is an effective action by auto/endomorphisms of (M,BM, µ).

In other words, for every g ∈ G the map Tg = T (g) :M →M is measurable, and

– g1, g2 ∈ G⇒ Tg1·g2 = Tg1 ◦ Tg2.
– if 1 ∈ G is the identity element, then T1 = IdM .

– The action is measure preserving, meaning

∀ g ∈ G,A ∈ BM ⇒ µ(T−1
g (A)) = µ(A)

In this course unless otherwise stated:

∗ measure = probability measure (≡ µ(M) = 1).

∗∗ G = Z,R or N,R≥0.

a) Discrete case. G = Z,N→ T : G↷M is determined by T1: Tn = (T1)
n.

We denote T := T1 and study the iterations of the map T :M →M .

b) Flow case. G = R → (Tt)r∈R : M → M flow. We assume T : (R×M,BR ⊗BM) → (M,BM)
is measurable; here BR is the Borel σ -algebra of R.

1



2 Introduction 1.1

1.1 Statistical Mechanics

Many ideas of ergodic theory were born from Statistical Mechanics. Consider a system S with
large number of interacting particles in a vessel. Assume that the collisions are elastic and there
is no spinning (e.g. ideal gas).

Problem. Is it possible to describe the state of S, especially for large t ?

Note that given an specific particle it is essentially impossible to describe its dynamics.

Gibb’s insight (≈ 1870): Instead of describing the state of specific particles, describe the
asymptotic dynamics of almost all of them (!).

Example 1.1.1 (I’ve heard this from O. Sarig). Consider a closed box containing half of its volume
full of sand. The initial distribution of the sand is arbitrary (unknown). Now suppose that we apply
a periodic vertical force to the box.

sand

g

Question. What’s the distribution of the sand as t 7→ ∞?

Answer. (Clear!) The distribution is uniform.

Note that we don’t know what happens with a particular grain of sand, but it is easy to predict
what happens with almost all of them.

pdcarrasco@mat.ufmg.br



1.1 Statistical Mechanics 3

1.1.1 The ergodic hypothesis ∼ 1900

Boltzmann, Gibbs and Maxwell wanted to understand thermodynamics using Statistical Mechan-
ics. To justify equilibrium, Boltzmann (implicitly) made the following hypothesis:
EH: The motion of S is random, or chaotic.

Let us try to be more precise in what Boltzman meant. We start recalling the well known fact
that the motion of S is given by a Hamiltonian system. This means that we have

• M2n a manifold (where n is very large),

• ω ∈ Ω2(M) a symplectic form (that is, ωn ∈ Ω2n(M) is a volume form and dω = 0)

• H :M → R a Hamiltonian (≈ the energy).

The structure (M,ω,H) determines an evolution law (ϕt)t : M → M . Since H is a constant of
motion (≈ ∀z ∈ M,H(ϕt(z)) = H(z)), we can restrict (ϕt)t|N where N = H−1(c) is an energy
level (for c ∈ R regular value). Assume that N is compact: then (ϕt)t : N → N is complete and
ωn induces a probability measure µN on N , called the Liouville measure. It turns out that µN is
invariant under (ϕt|N)t.
EH: For every observable (i.e. any physical quantity that can be measured from the system, for
example, its temperature) f ∈ C(N), it holds

lim
T→∞

1

T

∫ T

0

f(ϕt(z)) dt =

∫
N

f dµN µN - a.e.(z)

The left hand side is called the time average of f , whereas the right hand side is its space average.
Thus Boltzmann’s ergodic hypothesis establishes that for any observable, its time and space
averages coincide.

Remark 1.1.1. The formulation given above of the EH is not what Boltzmann had in mind, but this
form is more precise. We refer the reader to the article of Calvin Moore [17] for the history of the
EH.

1.1.2 Recurrence

Consider a set A ⊂ N of possible states with µN(A) > 0. Poincaré (and also Gibbs) showed that

#{n ∈ N : ϕn(z) ∈ A} =∞ for µN - a.e.(z ∈ A).

Example 1.1.2. Suppose that all the gas is contained in the some part of the vessel, separated from
the other by some mechanism, say, a wood plank. A time t = 0 we remove the plank very slowly, in
such a way that the change in the total energy of the system is negligible.
Recurrence: for∞ many times all particles are back to the first half of the vessel.

Question. How come?

Answer. The expected time of these returns is several orders higher than the age of the universe (see
exercise...).

pdcarrasco@mat.ufmg.br



4 Introduction 1.2

Still, the above consequence seems odd, and in particular it gives the impression that it may
contradict the Second Law of Thermodynamics. This in fact was Zermelo’s objection to Boltzmann’s
explanation for the convergence to equilibrium (his H-theorem). The solution to this apparent
paradox is more subtle; time permitting we will discuss it at the end of the course, but for now you
can check [10].

1.2 Lagrange’s Mean Motion problem

Let’s discuss another case where ergodicity (‘time average=space average’) appears.
During his studies on celestial mechanics Lagrange encountered the following problem: for

a1, · · · , an ∈ C and w1, · · · , wn ∈ R consider

z(t) =
n∑
k=1

ake
iwkt t ≥ 0.

Let θ(t) be the angular displacement of z(t), i.e. z(t) = r(t)eiθ(t) with θ(t) ∈ R and assume that
z(t) ̸= 0: it follows that θ is a continuous function of t. Denoting the principal argument of a
complex number z by1 Arg(z), we have that

θ(t) = Arg(z(t)) + 2πn(t)

for some integer valued function n(t).
Lagrange’s problem: compute (if exists)

Ω = lim
T→∞

θ(T )

T

Remark 1.2.1. If z(t) is closed and T is the period, then

θ(T )

2πT

is the average angular velocity, and is called the mean motion.

The solution to Lagrange’s problem was given by Weyl.

1That is, Arg(z) = Im(Logz) ∈ [0, 2π)

pdcarrasco@mat.ufmg.br



1.2 Lagrange’s Mean Motion problem 5

Theorem 1.2.1 (Weyl, 1914-1938). If ω = (w1, · · · , wn) is independent over Z (meaning, for every
k ∈ Zn, k · ω = 0 implies k = 0), then Ω exists and in in the simplex generated by w1, · · · , wn. That
is, there exists p1, · · · , pn ≥ 0,

∑n
k=1 pk = 1 such that

Ω =
n∑
k=1

pkωk.

Let us try to understand this result. Consider M = Tn = S1 × · · · × S1 the n-torus and let µ
be the Lebesgue measure on M . Define the translation flow

ϕt(z) = (eiω1tz1, · · · , eiωntzn)

One checks without any trouble that µ is invariant under (ϕt)t. Now consider the linear function
h :M → C,

h(z) =
n∑
k=1

|ak| · zk

and define M ′ =M \ ker(h): clearly µ(M ′) = 1. Let f :M ′ → [0, 2π) given by f(z) = Arg(h(z)):
f is well defined and analytic on M ′′ =M ′ \ f−1(0). Note that µ(M ′′) = 1.

Finally, consider g :M ′′ → R the derivative under the flow of f ,

g(z) =
d

dt

∣∣∣
t=0
f(ϕt(z)) =

d

dt

∣∣∣
t=0

Arg(cz(t)) cz(t) = h(ϕt(z)).

Since cϕs(z)(t) = h(ϕt(ϕs(z))) = cz(s+ t), we get

g(ϕs(z)) =
d

dt

∣∣∣
t=0

Arg(cϕs(z)(t)) =
d

dt

∣∣∣
t=s

Arg(cz(t)).

hence∫ T

0

g(ϕs(z)) = θ(cz(T )) = θ(
n∑
k=1

|ak|zkeiωkT ).

Taking za = (eiArg(a1), · · · eiArg(an)) we finally deduce

Ω = lim
T→∞

1

T

∫ T

0

g(ϕs(za))ds.

In other words, Ω is the time average of g at za.
It turns out (as will be shown in the course) that Weyl’s hypothesis on ω implies ergodicity,

and thus

lim
T→∞

1

T

∫ T

0

g(ϕs(za))ds =

∫
g dµ µ - a.e.(z)

If convergence holds for the particular point za, then

Ω =

∫
g dµ

and we have solved (part of) Lagrange’s problem. This is true: convergence holds ∀ z ∈ Tn [31,
32].

pdcarrasco@mat.ufmg.br



6 Introduction 1.3

1.3 Applications to number theory

This is traditionally one of the most important sub-areas of ergodic theory. In this course we’ll
only have chance to see a glimpse of this beautiful topic.

1.3.1 Weyl’s equidistribution theorem (1916)

We’ll consider a result of Weyl related to what we discussed before. This is probably the first
‘ergodic theorem’.

Definition 1.3.1. A sequence (xn)n ⊂ [0, 1] is equidistributed if for every I ⊂ [0, 1] interval,

#{1 ≤ i ≤ n : xi ∈ I}
n

−−−→
n→∞

|I| (= Leb(I)).

Question. Do equidistributed sequences exist?

Theorem 1.3.1 (Weyl). Let α ∈ R \ Q and consider rα : [0, 1] → [0, 1] given by rα(x) = x + α
mod 1. Then {rnα(0)}∞n=0 = {nα− [nα]}∞n=0 is equidistributed.

Observe that

#{1 ≤ i ≤ n : riα(0) ∈ I}
n

=
1

n

n∑
i=1

1I ◦ riα(0),

a ‘time average’. Equidistribution of {rnα(0)}∞n=0 is thus equivalent to

∀I ⊂ [0, 1] interval,
1

n

n∑
i=1

1I ◦ riα(0) −−−→
n→∞

∫
1I dx.

Compare this with the mean motion problem discussed before.

1.3.2 Borel’s Normal Number Theorem

For x ∈ (0, 1) \Q we consider its decimal expansion, x = .x0x1x2 · · · , i.e. a sequence (xi)
∞
1 with

xi ∈ {0, · · · , 9} such that

x =
∞∑
i=0

xi
10i+1

The decimal expansion of a number is not necessarily unique, but

Leb(x ∈ (0, 1) : x has a unique decimal expansion) = 1.

Definition 1.3.2. x ∈ (0, 1) is normal (in base 10) if for every k ∈ N, for every block [j1, . . . , jk]
with ji ∈ {0, · · · , 9} it holds

#{[j1, . . . , jk] : [j1, . . . , jk] appears in [x0, . . . , xn−1]}
n

−−−→
n→∞

1

10k

pdcarrasco@mat.ufmg.br



1.3 Applications to number theory 7

Question. Do normal numbers exist?

Theorem 1.3.2 (Borel ∼ 1909).

Leb(x ∈ (0, 1) : x is normal) = 1.

An ergodic theory approach to this problem is the following: consider the transformation
T : [0, 1)→ [0, 1) given by Tx = 10 · x mod 1. By looking at the picture below one is convinced
without too much trouble that the Lebesgue measure µ is invariant under T . At least it holds for
intervals: if J ⊂ [0, 1) then T−1J consists of 10 intervals of one-tenth of the size of J . This, we
will show later, is enough that guarantee that T preserves µ.

Fact: µ is ergodic for T .
Now given x with decimal expansion x ∼ .x0x1 · · ·xn · · · , we have that xi = j if and only if

T ix ∈ [ j
10
, j+1

10
) =: Ik (for 0 ≤ j ≤ 9)). Thus [j1, . . . , jk] appears in [x0, . . . , xn−1] if and only if

∃i ≤ n− 1− k such that


T ix ∈ Ij1
T i+1x ∈ Ij2
...

T i+kx ∈ Ijk

or equivalently, T ix ∈ Ij1 ∩ T−1Ij2 ∩ · · ·T−(k−1)Ijk := Ij1···jk; note that Ij1···jk is an interval of
length 1

10k
. We deduce

#{[j1, . . . , jk] : [j1, . . . , jk] appears in [x0, . . . , xn−1]}
n

=
1

n

n−1∑
i=0

1Ij1···jk (T
ix) −−−→

n→∞

∫
1Ij1···jk dµ a.e.(x)

by ergodicity of µ. To conclude the proof of Borel’s theorem observe that

Normal numbers =
∞⋂
k=1

⋂
j1,··· ,jk

{x :
1

n

n−1∑
i=0

1Ij1···jk (T
ix) −−−→

n→∞

∫
1Ij1···jk (T

ix) dµ}

pdcarrasco@mat.ufmg.br



8 Introduction 1.3

and since the set of the right hand side has full Lebesgue measure, the same is true for the set of
normal numbers.

One can even give the following generalization.

Definition 1.3.3. x ∈ (0, 1) is absolutely normal if it is normal in every base b ∈ N>0.

Corollary 1.3.3. Leb(Abs. normal numbers in (0, 1)) = 1.

Open Question.

1. Give an example of one specific absolutely normal number.

2. Is π − 3 normal?

1.3.3 Continuous Fractions

Given x ∈ (0, 1) \Q one can find a unique (infinite) sequence {ai(x)}∞i=1 with ai(x) ∈ N>0 such
that

x = lim
n→∞

1

a1 +
1

a2+
1

...+ 1
an

= lim
n→∞

[a1, · · · , an].

The rational number pn
qn

= [a1, · · · , an] is what is called a ‘rational approximation’ of x:

|x− pn
qn
| < 1

q2n
.

It is also optimal in the following sense:

∀0 < q ≤ qn,
p

q
̸= pn
qn
⇒ |pn − qn · x| < |p− q · x|.

We will study this representation of numbers with more detail later. For now it suffices to say that
the sequence {ai(x)}∞i=1 is very related to the arithmetic properties of x, and thus it is interesting
to know the distribution of these numbers. With somewhat similar arguments to the ones used
in Borel’s theorem we will establish the following.

Theorem 1.3.4. Leb− a.e.(x ∈ (0, 1)) satisfies for every j ∈ N,

#{1 ≤ i ≤ n : ai(x) = j}
n

−−−→
n→∞

1

log 2

log(1 + 1
j
)

log(1 + 1
j+1

)

More sophisticated techniques in Ergodic Theory (which won’t be covered in a first course)
permit to prove much more. See [27].

Theorem 1.3.5 (Gauss-Kuzmin-Levi). For all j ∈ N,

Leb(x : ai(x) = j) −−−→
n→∞

1

log 2

log(1 + 1
j
)

log(1 + 1
j+1

)

pdcarrasco@mat.ufmg.br



1.3 Applications to number theory 9

1.3.4 Multiple recurrence: Furstenberg’s proof of Szemeredi’s theorem
and Green-Tao’s theorem

Let us recall that an arithmetic progression in Z is a sequence {a + j · b}lj=0, with a, b ∈ Z and
l ∈ N>0 ∪ {∞}.

Theorem 1.3.6 (Van der Warden ∼ 1927). If we partition (“we color”) N into finitely many pieces
A1, · · · , Ak then there exists some piece Ai that contains arbitrarily long arithmetic progressions.

What this theorem says in some sense is that the structure of the set of natural numbers
cannot be destroyed by finite partitions, and necessarily one the pieces is also very structured.
Based on this fact, Erdös and Turan proposed the following (famous) conjecture:

Conjecture (Erdös-Turan conjecture (∼ 1936):). If A ⊂ N has positive upper density (or Banach
density), then A contains arbitrarily long arithmetic progressions.

The upper density of A is defined as

den(A) := lim sup
n→∞

#A ∩ {1, · · · , n}
n

.

Observe that the affirmative solution to this conjecture implies in particular Van der Warden’s
result. This was achieved by Szémeredi.

Theorem 1.3.7 (Szémeredi 1975). Erdös-Turan conjecture holds.

The original proof is difficult and very technical. A breakthrough was made by Furstenberg
around 1979 who have a different proof of Szémeredi’s theorem using tools from Ergodic theory;
his approach can be summarized as follows.

Consider {0, 1} as a discrete space and M = {0, 1}N with the product topology: M is a
compact metrizable space. Let σ :M →M be the shift map, (σx)n = xn+1. This map is readily
verified to be continuous, and thus in particular Borel measurable. Given A ⊂ N we define an
element z ∈M simply by checking where n belongs to A, that is z = (1A(n))n∈N, and observe

#A ∩ {1, · · · , n}
n

= µn(C)

where C = {x ∈ X : x0 = 1} and µn = 1
n

∑n−1
i=0 δT iz ∈ Pr(M). Note that the set C is both open

and closed, thus 1C is continuous on M .
Consider now S ⊂ N infinite set satisfying

den(A) := lim
n∈S

#A ∩ {1, · · · , n}
n

.

In this course we’ll prove (since M is compact and σ :M →M is continuous) that there exists
S ′ ⊂ S infinite and µ a σ-invariant probability on M such that

∀f ∈ C(X),

∫
f dµn −−−→

n∈S′

∫
f dµ.

As a consequence µ(C) = d(A) > 0. Now we state Furstenberg’s result.

pdcarrasco@mat.ufmg.br



10 Introduction 1.4

Theorem 1.3.8 (Furstenberg’s Multiple Recurrence Theorem). Let T : (M,BM, µ) ý be a
measurable dynamical system, and consider C ∈ BM with µ(C) > 0. Then

∀k ≥ 3 ∃N ≥ 1 s.t. µ(C ∩ T−NC ∩ · · ·T−N(k−1)C) > 0.

In our case C = {x ∈ X : x0 = 1} leads to C ∩ σ−NC ∩ · · ·σ−N(k−1)C = {x : x0 = 1, xN =
1, · · · , xN(k−1) = 1} =: Ck,N . Again 1Ck,N

is continuous, and since∫
1Ck,N

dµn −−−→
n∈S′

∫
1Ck,N

dµ > 0,

we deduce that there exists some n such that µn(Ck,N) > 0. But this implies that for some r ∈ N,

r ∈ A, r +N ∈ A, · · · r + (k − 1)N ∈ A

and A contains an arithmetic progression of at least k terms. As k is arbitrary, the above implies
theorem 1.3.6.

Of course the difficulty is in establishing the Multiple Recurrence Theorem; this is not
simple but not extremely hard either. More importantly, its a fruitful idea that leads to several
generalizations. Here is a famous one.

Theorem 1.3.9 (Green-Tao, 2004). The set P of primes contains arbitrarily long arithmetic pro-
gressions.

Note that by the Prime Number theorem,

#P ∩ {1, · · · , n} = π(n) ∼ log n

and thus d(P) = 0.

1.4 Applications to Geometry

We’ll only state two applications as an example. Time permitting we’ll discuss the first in the
lectures, and leave the the second for a more advanced course.

Let us start with some generalities. In this part X denotes a compact Riemannian manifold,
and M is its unit tangent bundle, i.e.

M = TX1 = {(x, v) : v ∈ TxX, ∥v∥ = 1}

The Riemannian metric on X induces naturally a Riemannian metric on M (the Sasaki metric),
and in particular there is a volume element µ in M . Alternatively, one can use that T ∗X is
(the prototype of) a symplectic manifold, and consider the Liouville volume element on T ∗X1.
Identifying (isometrically) TX and T ∗X we get a volume element on TX1

Definition 1.4.1. The geodesic flow on M is the flow (φt)t∈R :M →M given by

ϕt(x, v) = (y, u)

where (y, u) in in the geodesic containing (x, v) at distance t, in the direction of v.

We will show later that µ is invariant under (φt)t∈R.

pdcarrasco@mat.ufmg.br



1.4 Applications to Geometry 11

1.4.1 The theorems of E. Hopf-L. Green and A. Avez

We say that X is without conjugate points if for every p, q in X̃ (the universal covering of X) there
exists a unique geodesic joining p and q.

Equivalently, for every p ∈ X the exponential map expp is a local diffeomorphism.

Example 1.4.1. If X is covered by Rd with the standard metric (Euclidean space), or by Hd

with the hyperbolic metric (Hyperbolic space), then X is without conjugate points. Thus, by the
uniformization theorem it follows that if X is a compact Riemannian surface different from the
sphere, then X is without conjugate points. Of course, if X is the sphere then it has conjugate points

In this setting, we have the following classical theorem.

Theorem 1.4.1 (E. Hopf 1948). Let X be a compact orientable surface without conjugate points.
Then its total curvature (=

∫
K dA, where K is its Gaussian curvature), is non-positive.

Proof. Let v⃗ = dφt

dt
|t=0 the vector field generating the flow. The fact that X is without conjugate

points implies that there exists a solution y :M → R of the Ricatti equation,

L⃗v(y) + y2 +K ◦ π = 0

where π(x, v) = x and L⃗v denotes the Lie derivative in the v⃗ direction. Take time average in the
previous equation and use the fundamental theorem of calculus to kill first term and deduce

0 = lim
T→∞

1

T

∫ T

0

y(ϕt(x, v))
2dt+ lim

T→∞

1

T

∫ T

0

Kπ(ϕt(x, v))dt µ - a.e.((x, v)).

Above we used the existence of the limit µ - a.e.((x, v)), but not that this is a constant since we
don’t know ergodicity of the system; this existence µ - a.e. will be proven during our course. Not
only that, it turns out that additionally

f ∈ L1 ⇒
∫
f dµ =

∫
lim
T→∞

1

T

∫ T

0

fdt dµ.

Therefore (f = K ◦ π),

0 ≥
∫
Kπ(x, v) dµ(x, v) =

∫
K(x) dA(x).

■
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12 Introduction 1.4

Observe that if we further assume that X = T2 (the two-torus), then by the Gauss-Bonnet
theorem

0 = 2πχ(X) =

∫
X

K · da⇒ K ≡ 0,

i.e. the metric is flat. The above theorem was extended by L. Green to compact manifolds without
conjugate points of arbitrary dimension, showing that in this case the sectional curvature (the
natural extension of the Gaussian curvature to higher dimensions) of X is non-positive.

The idea of using Ergodic Theory to establish Hopf’s theorem is due to A. Avez, who in passing
obtained a more general version of this result. To state Avez’ theorem we’ll use a concept of
Riemannian geometry: we say that a compact Riemannian manifold is without focal points if
spheres in X̃ are convex (that is, for every open ball B ⊂ X̃, for every p, q ∈ B there exists a
unique minimizing geodesic contained in B joining p and q). If X is without focal points, then it
is without conjugate points.

Theorem 1.4.2 (A. Avez 1970). Suppose that X is a compact connected manifold without focal
points. Then either

• X is flat (its sectional curvature vanishes everywhere), or

• π1(X) has exponential growth.

1.4.2 Distribution of geodesics

Assume that the sectional curvature of X is negative: it is well known then that (ϕt)t has infinitely
many closed geodesics and ∀T > 0 it holds

π(T ) := #{γ : γ closed geodesic of length ≤ T} <∞.

We then have.

Theorem 1.4.3 (Margulis 1969). ∃ h > 0 such that π(T ) ∼ eh·T

T
as T →∞.

The number h above is the entropy of the geodesic flow. Compare the statement of Margulis’
result with the Prime Number Theorem.

pdcarrasco@mat.ufmg.br



CHAPTER 2

Measure Preserving Transformations

2.1 Measures on compact metric spaces

We will start by considering some generalities for probabilities on compact metric spaces. It turns
out that this is not a very strict assumption: any “reasonable” finite measure space is isomorphic
to [0, 1] equipped with (a multiple of) the Lebesgue measure and countably many atoms. We’ll
discuss this and some of its consequences with more detail in Chapter 9, but for the time being
we make the following assumptions:

1. (M,dM) is a compact metric space.

2. BM is its Borel σ -algebra.

We denote

C(M) := {f :M → R : f is continuous}

M(M) := {finite (real valued) measures on M}

M(M)+ := {µ ∈M(M) : µ(A) ≥ 0,∀A ∈ BM}

Pr(M) := {µ ∈M(M)+ : µ(M) = 1}.

Remark 2.1.1.

1. Every finite measure on a compact metric space is regular, i.e. if µ ∈M(M) then

∀A ∈ BM, µ(A) = sup{K ⊂ A : K compact} = inf{U ⊃ A : U open}.

2. M(M) is a (real) normed vector space with ∥µ∥TV = |µ|(M) (where |µ| is the total variation
of µ), and M(M)+ is a cone on M(M). Note that in particular

Pr(M) = {µ : ∥µ∥TV = 1} ∩M(M)+

and Pr(M) is convex.

13



14 Measure Preserving Transformations 2.1

The following fact is useful in presence of regularity.

Note. If U ⊂ M is open then there exists a sequence {Kn}n≥0 of compact subsets of M such that
Kn ⊂ K◦

n+1 ⊂ U , U =
⋃
n≥0Kn. Similarly, if K ⊂M is compact then there exists a family {Un}n≥0

of open sets such that Un ⊃ Un+n ⊃ K for all n, K =
⋂
n≥0 Un. In addition, given K ⊂ U ⊂M with

K compact and U open, the function f(x) = dM (x,Uc)
dM (x,Uc)+dM (x,K)

is continuous, has support in U and
f |K = 1. Putting together these facts we deduce:

1. given U ⊂M open there exists (fn)n≥0 sequence in C(M) such that fn ↗ 1U .

2. Given K ⊂M compact there exists (fn)n≥0 sequence in C(M) such that fn ↘ 1K .

The vector space C(M) is equipped with the uniform norm; its dual C(M)∗ = {ϕ : C(M)→
R : ϕ linear and continuous} is equipped with the operator norm

∥ϕ∥OP = sup{|ϕ(f)| : ∥f∥C0 ≤ 1}.

Basic facts in measure theory allow us to check that any µ ∈M(M) defines an element Ψ(µ) ∈
C(M)∗ simply by “integration with respect to µ”, and this defines a map Ψ : M(M)→ C(M)∗,

Ψ(µ)(f) =

∫
f dµ,

with ∥Ψ(µ)∥op = ∥µ∥TV; it follows that Ψ : (M(M), ∥ · ∥TV)→ (C(M)∗, ∥ · ∥op) is (linear) isometric
embedding. It is a central theorem in functional analysis (Riezs’ representation theorem) that
the map Ψ is in fact surjective, thus, an isomorphism; i.e. any continuous functional ψ on C(M)
is given by integration with respect to a (uniquely defined) regular measure µ. The image of
the cone M(M)+ is the cone of positive functionals: ψ ∈ C(M)∗ is positive if f ≥ 0⇒ ϕ(f) ≥ 0.
Finally, the image of Pr(M) is the set of positive functionals ψ satisfying ψ(1M) = 1. From now
on we’ll identify M(M) = C(M)∗, and in particular we write µ(f) =

∫
f dµ.

2.1.1 Weak-∗ convergence

We endow M(M) with the weak-∗ topology,

(µi)i∈I net, then µi −→
i
µ⇔ ∀f ∈ C(M), µi(f) −→

i
µ(f).

A sub-basis for this topology is given by sets

Vr,ϵ(f) = {µ ∈M(M) : |µ(f)− r| < ϵ} r ∈ R, ϵ > 0.

Notation. (M(M), ω∗) is the space M(M) equipped with the weak-∗ topology. Similarly for
subsets of M(M).

Lemma 2.1.1 (Alaoglu). (Pr(M), ω∗) is compact.

pdcarrasco@mat.ufmg.br



2.1 Measures on compact metric spaces 15

Proof. We can write M(M) ⊂
∏

f∈C(M) Rf where Rf = R for every f ; by comparing converging
nets one sees that the previous inclusion holds as topological spaces. Also,

Pr(M) ⊂
∏

f∈C(M)

[−∥f∥, ∥f∥]

and the set on the right is compact by Tychonoff’s theorem. Since Pr(M) ⊂M(M) is closed, the
claim of the lemma follows. ■

Lemma 2.1.2. C(M) is separable.

Proof. M is separable. Fix D = {xn}n ⊂M dense and define fn(x) := dM(x, xn); then fn ∈ C(M)
and by density of D the set {fn} separates points (x ̸= y ∈ M ⇒ ∃fn such that fn(x) ̸= fn(y)).
Let

AQ := spanQ{1M , fn, n ≥ 0}.

Then AQ is a countable sub-algebra of C(M) that separates points and for every x ∈ M there
exists f ∈ AQ such that f(x) ̸= 0. By the Stone-Weirstrass theorem, AQ = C(M). ■

Consider then F = {fn}n≥0 ⊂ C(M) a dense countable subset in {f : ∥f∥ = 1} and define
dPr(M) = dPr(M),F : Pr(M)→ Pr(M)→ R≥0 by

dPr(M)(µ, ν) =
∑
n≥0

|µ(fn)− ν(fn)|
2n+1

.

Then dPr(M) is a distance on Pr(M) and µi
ω∗
−→
i
µ if and only if dPr(M)(µ, µi) −→

i
0 (exercise item 1).

This means that the identity map Id : (Pr(M), ω∗)→ (Pr(M), dPr(M)) is continuous, and since
the domain is compact and the codomain is Haussdorf, this map is in fact an homeomorphism.
We have proved the following.

Proposition 2.1.3. (Pr(M), ω∗) is metrizable

In particular, to analyze convergence in Pr(M) we can use sequences instead of nets.

2.1.2 Transformations

We go back to a more general situation now and consider two measurable spaces (M,BM), (N,BN)
and a measurable map T : (M,BM) → (N,BN). This map T induces T∗ : Pr(M) → Pr(N),
T∗µ = µ ◦ T−1, that is

B ∈ BN ⇒ T∗µ(B) = µ(T−1B).

Notation: Tµ = T∗µ.
Complementary to this, we write

Fun(M) = {f : (M,BM)→ R Borel measurable}
Fun+(M) = {f ∈ Fun(M) : f ≥ 0}
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16 Measure Preserving Transformations 2.1

and similarly for N .
Then T induces a transformation T̂ : Fun(N) → Fun(M) with g ∈ Fun(N) ⇒ T̂ (g) =

g ◦ T .

M T //

g◦T   

N

g
��
R

Notation: Tg = T̂ (g).
Observe that T (Fun+(N)) ⊂ Fun+(M), and if B ∈ BN then T1B = 1T−1B.

Lemma 2.1.4. If g ∈ Fun(N)+ and µ ∈ Pr(M) then∫
N

g dTµ =

∫
M

Tg dµ

Proof. The equality holds when g is a characteristic function, and thus also for simple functions.
In general, g is the pointwise limit of an increasing sequence of simple functions (hn)n, which in
turn implies that Tg is the pointwise limit of the sequence of simple functions (Thn)n. Thus1∫

N

g dTµ = lim
n

∫
N

hn dTµ by the MCT

= lim
n

∫
M

Thn dµ since hn is simple

=

∫
M

Tg dµ by the MCT

■

The following is direct to verify.

Lemma 2.1.5. Let T : (M,BM) → (N,BN), S : (N,BN) → (P,BP) be measurable transforma-
tions. Then

1. (IdM)∗ = IdPr(M), ÎdM = IdFun(M).

2. (T ◦ S)∗ = T∗ ◦ S∗, ̂(T ◦ S) = Ŝ ◦ T̂ .

In particular if N =M then for every n ∈ N, (T n)∗ = (T∗)
n and T̂ n = (T̂ )n.

We will now make the additional assuption that both M,N are compact metric spaces and
T :M → N is a continuous map

Corollary 2.1.6. The map T∗ : Pr(M)→ Pr(N) is continuous with respect to the weak-∗ topology

Proof. Use lemma 2.1.4. ■

1MCT=Monotone Convergence Theorem
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2.2 Invariant measures 17

It is well known that C(M) with the uniform norm is complete, i.e. it is a Banach space.
Consider then the pairing of B-spaces ⟨·, ·⟩ : C(M)∗ × C(M)→ R, given by

⟨µ, f⟩ = µ(f)

and consider a continuous map T : M → M . One verifies directly that T̂ : C(M) → C(M) is a
bounded linear operator of norm 1, and by the previous Lemma

⟨Tµ, f⟩ = ⟨µ, Tf⟩ ∀µ ∈ Pr(M), f ∈ C(M).

By uniqueness of the adjoint we deduce that T∗ : C(M)∗ → C(M)∗ is the adjoint of T̂ with respect
to the pairing ⟨, ⟩. In particular ∥T∗∥ = ∥T̂∥ = 1 (where C(M)∗ is considered with its operator
norm).

2.2 Invariant measures

Let (M,BM) be a measurable space and T : (M,BM)→ (M,BM) a measurable transformation.

Definition 2.2.1. µ ∈ Pr(M) is T -invariant (→ µ ∈ PrT (M)) if Tµ = µ.

Note that for establishing that a measure µ is invariant we would have to check that µ(A) =
µ(T−1A) for every A ∈ BM. The simple lemma below is useful for reducing the work.

Lemma 2.2.1. Suppose that A ⊂ BM is an (boolean) algebra that generates BM (σalg.gen.(A) =
BM). If

∀A ∈ A, µ(T−1A) = µ(A)

then µ ∈ PrT (M).

Proof. The set C = {A ∈ BM : Tµ(A) = µ(A)} is a σ-algebra that contains A, thus coincides with
BM. ■

Remark 2.2.1. More generally, the above lemma still holds if instead of assuming that A is an
algebra we only require for it to be closed under finite intersections (a so called π-system). This is
consequence of Dynkin’s π − λ Theorem . See Appendix A.

Example 2.2.1. Periodic points If x is a fix point of T then δx ∈ PrT (M). More generally, if x is
a periodic point of T with period p then

µ =
1

p

p−1∑
k=0

δTx

is an invariant measure for T ; this is immediate from the fact that for every y ∈M,Tδy = δTy.

Example 2.2.2. Rotations. For α ∈ R define rα : S1 → S1 the rotation of angle α,

rα(z) = eiα · z.

Then the Lebesgue measure λ on S1 is invariant under rα.
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18 Measure Preserving Transformations 2.2

Example 2.2.3. Expanding linear maps. Let E : [0, 1) → [0, 1) be given by E(x) = 2x mod 1.
For an interval I = [a, b) we see that E−1(I) = [a

2
, b
2
) ∪ [a

2
+ 1

2
, b
2
+ 1

2
).

It follows that |E−1(I)| = |I|, and by Lemma lemma 2.2.1 we deduce that E preserves the
Lebesgue measure. Note that this map has (infinitely) many periodic points, thus besides Lebesgue it
has several other invariant measures.

Arguing similarly we verify that for every d ∈ Z \ {0,±1} the map x 7→ d · x mod 1 preserves
the Lebesgue measure, and clearly x→ x, x→ −x also preserve Lebesgue in [0, 1).

Example 2.2.4. Gauss’ map. Define G : [0, 1]→ [0, 1] by the formula2

G(x) =

{
0 x = 0{

1
x

}
= 1

x
−
[
1
x

]
x ̸= 0

Note that this is∞-to-one map. On the interval Jn := [ 1
n+1

, 1
n
), G(x) = 1

x
− n, and thus its inverse

branch gn : (0, 1]→ Jn is given by gn(x) = 1
x+n

.

2[x] denotes the integer part of x
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2.2 Invariant measures 19

It is a result originally due to Gauss (!) that the measure dµ = 1
log 2

dx
1+x

is invariant under G.
The computation is not hard, and I’ll leave it as exercise 2. This is the usual presentation in several
Ergodic theory textbooks, however I find this approach unsatisfactory. How one would arrive to this
expression for µ?

We will develop machinery to attack this type of problems in Chapter ?

Example 2.2.5. Not every measurable map has an invariant measure. A classical counterexample
is given by the map T : [0, 1]→ [0, 1]

T (x) =


x

2
x ̸= 0

1 x = 0

This map is only discontinuous at x = 0, and thus Borel masurable. Suppose that µ where T -
invariant: given I = [a, b) ⊂ [0, 1] note that there exists some n such that f−n(I) = ∅, and thus by
invariance µI = 0. This implies that necessarily µ = δ1. But Tδ1 = δ1/2, and thus is not invariant.

By the same arguments, if S = T |(0, 1] then S doesn’t have any invariant measure; observe that
in this case the space is not compact, but the transformation is continuous.

Definition 2.2.2. By a (measurable) dynamical system we mean a measurable transformation
T : (M,BM) → (M,BM) preserving some measure µ on M . We denote this situation by T :
(M,BM, µ) ý, or by (T, µ).

Before going any further let us ellucidate the question of existence of invariant measures

Theorem 2.2.2 (Krylov-Bogolyubov ∼ 1937). If M is a compact metric space and T :M →M is
continuous, then PrT (M) ̸= ∅.

Proof. We’ll give two proofs of this important result.

1. Averaging method. Take any µ ∈ Pr(M) and define for n ∈ N>0,

µn :=
1

n

n−1∑
k=0

T k∗ µ

By convexity of Pr(M) each µn ∈ Pr(M), and by ω∗-compactness there exists a sub-
sequence S ⊂ N and ν ∈ Pr(M) such that limn∈S µn = ν. The map T∗ is continuous,
thus

T∗ν = T∗

(
lim
n∈S

1

n

n−1∑
k=0

T k∗ µ

)
= lim

n∈S

1

n

n−1∑
k=0

T k+1
∗ µ = lim

n∈S

n+ 1

n
µn +

T n∗ µ− µ
n

= ν.

2. Fix point theorem. Observe that µ ∈ PrT (M) if and only if µ is a fix point of the operator
T∗ : Pr(M)→ Pr(M). As established before, T∗ is continuous and Pr(M) is a compact
convex set in a locally convex vector space; by the Schauder-Tychonoff theorem any such a
map has fix point.

■
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20 Measure Preserving Transformations 2.2

Let us make some general considerations and try to exploit the averaging method a little bit
further. Given x ∈M if we take µ = δx then µn = 1

n

∑n−1
k=0 T

kδx =
1
n

∑n−1
k=0 δTkx, and for f ∈ C(M),

µn(f) =
1

n

n−1∑
k=0

δTkx(f) =
1

n

n−1∑
k=0

f(T kx) =: Anf(x)

Definition 2.2.3. For a fixed (not necessarily continuous) dynamical system (T, µ) and a measurable
function f :M → R, the measurable function

Anf :=
1

n

n−1∑
k=0

T kf

is the n-th ergodic average (or Birkhoff average) of f .

We go back to the hypotheses of Krylov-Bogolyubov theorem, and note that

• if there exists x ∈M and f ∈ C(M) such that {Anf(x)}n∈N has two accumulation points in
R, then there exist two different invariant measures.

• If there exists x, y ∈ M and f ∈ C(M) such that limnAnf(x) ̸= limnAnf(y), again there
exist two different invariant measures.

Corollary 2.2.3. In the hypotheses of Krylov-Bogolyubov theorem, it holds that there exists a unique
T -invariant measure if and only if for every f ∈ C(M), x ∈M the limit

lim
n
Anf(x)

exists and is independent of x.

Definition 2.2.4. A continuous map of a compact metric space T :M →M is uniquely ergodic if
#PrT (M) = 1.

Suppose now that for every f ∈ C(M) exists cf ∈ R such that

∀x ∈M, lim
n
Anf(x) = cf

We claim that the convergence is in fact uniform, i.e. Anf ⇒ cf . The proof below includes some
general arguments that are useful in other contexts.

To prove the assertion, consider the linear operator P : C(M)→ C(M), Pf(x) = limnAnf(x);
by assumption Pf = cf (a constant function). Then ∥P∥ = 1 and clearly P is a projection
(P 2 = P ), thus C(M) = ker(P )⊕ Im(P ) = ker(P )⊕ R (where R ⊂ C(M) represents the constant
functions). We’ll now describe the set ker(P ).

Definition 2.2.5. We say that f ∈ Fun(M) is a measurable/continuous/integrable (etc.) cobound-
ary for T if there exists a measurable/continuous/integrable solution of the cohomological equation

f = g − Tg.

That is, there exists g : M → R such that f = g − g ◦ T of the appropriate regularity; g is called
the transfer function. Two functions f1, f1 ∈ Fun(M) are cohomologous if their difference is a
coboundary.
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2.2 Invariant measures 21

Back in the case that we are discussing, consider the set

Cob := {f : continuous cobundary for T}

Obviously Cob ⊂ ker(P ): we’ll show that Cob is dense in ker(P ). By continuity of P , C ⊂
ker(P ) = ker(P ). If C ̸= ker(P ), by the Hahn-Banach theorem there exists µ ∈ C(M)∗ such that
µ|Cob = 0, µ| ker(P ) ̸= 0. Since µ vanishes on Cob, Tµ = µ.

Take f ∈ ker(P ) such that µ(f) = 1; for every x ∈M, limnAnf(x) = 0 and thus by3 the DCT,

0 = lim
n
µ(Anf) = lim

n

1

n

n−1∑
k=0

µ(T kf) = µ(f) = 1,

which is absurd. Thus Cob is dense in ker(P ).
We have established that

(∗) C(M) = R⊕ Cob

Note that

1. for f = cf ∈ R, Anf = f and in this case Anf ⇒ cf .

2. If f = g = Tg ∈ Cob, Anf = g−Tng
n

⇒ 0.

Finally, we use the following property.

• The operator An : C(M)→ C(M) is linear, and ∥An∥ = 1 ∀n. In particular the family {An}n is
equi-continuous.

{An} converges pointwise with respect to the uniform norm in C(M) on C, thus by equi-
continuity it also converges on Cob; this is the “ ϵ

3
trick” (we remark that Cob is complete).

Claim. ∀f ∈ Cob there exists cf ∈ R such that Anf ⇒ cf .

Proof. Given ϵ > 0∃g ∈ Cob/∥f − g∥C0 < ϵ
3
; thus ∀n, ∥Anf − Ang∥C0 < ϵ

3
. Let f̃ = limnAnf and

consider nϵ such that for all n ≥ nϵ,

∥Ang − cg∥C0 <
ϵ

3

∥Anf − f̃∥C0 <
ϵ

3
.

It follows that for every x, y ∈M and n ≥ nϵ,

|f̃(x)− cg| ≤ ∥f̃ − Anf∥C0 + ∥Anf − Ang∥C0 + ∥Ang − cg∥C0 < ϵ

|f̃(x)− cg| < ϵ

⇒ |f̃(x)− f̃(y)| < 2ϵ.

Since ϵ, x, y are arbitrary, we conclude that f̃ is constant. ■

3DCT= Dominated Convergence Theorem
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Remark 2.2.2. By the same argument, if there exists E ⊂ C(M) dense subset such that for every
f ∈ E we can find cf ∈ R for which Anf ⇒ cf , the same holds for every function in C(M).

We have proved the following.

Theorem 2.2.4. Let T :M →M be a continuous map of a compact metric space. The following are
equivalent.

1. T is uniquely ergodic.

2. For every f ∈ C(M) there exists cf ∈ R such that limnAnf(x) = cf ,∀x ∈M .

3. For every f ∈ C(M) there exists cf ∈ R such that limn∥Anf − cf∥C0 = 0.

4. There exists E⊂ C(M) dense for which ∀f ∈ Ethere exists cf ∈ R such that limn∥Anf−cf∥C0 =
0.

The above theorem is essentially due to H. Weyl (∼ 1916). Note that if PrT (M) = {µ} then

cf = lim
n
Anf =

∫
f dµ.

Note. Before moving on, let us recapitulate the method that we used for proving that the mean
operators (An)n converge (to a constant operator) in the case where T is uniquely ergodic.

1. We considered a (linear) space of functions F , such that for every n,An : F ý.

2. We identified the candidate to limnAn (taken pointwise in F); let’s call it P . In the case we
considered, P (f) = µ(f).

3. Since the (An)n are the averages of the operators (T n)n : F → F , P should be the projection
onto a T -invariant subspace of F ; i.e. P 2 = P and thus we get a decomposition F =
ker(P )⊕ Im(P ). As Im(P ) is (ought to be) T -invariant, convergence of (An| Im(P ))n should
be more or less direct. Likewise, under mild assuptions (say, boundeness), for every f , we have
that f − Tf ∈ kerP and convergence to zero is direct.

4. To conclude, we first establish ker(P ) is the clousure fo the coboundaries, and finally we need
an argument to allow us to pass from of (An)n convergence in a subset to convernge in the
closure.

We’ll employ a similar reasoning to establish more general results (like the Ergodic Theorem and
Von-Neumann’s theorem).

2.3 Equidistribution

Let’s see and application of the concept of unique ergodicity. We consider M = T = R/Z the
circle, and for α ∈ [0, 1) the rotation of angle α

rα(x) = {x+ α} = x+ α mod 1.

pdcarrasco@mat.ufmg.br



2.3 Equidistribution 23

Claim (Weyl). If α ̸∈ Q then rα is uniquely ergodic; since λ is rα-invariant, it is the unique invariant
measure.

Proof. We’ll use theorem 2.2.4 and show that for a dense set of functions f ∈ E⊂ C(T,C), Akf
converges to a constant. Then taking real and imaginary parts we conclude convergence for
every function in C(T).

Let e(x) = exp(2πix). Consider the set of trigonometric polynomials,

Trig := spanC{en(x) = e(n · x)}.

By Stone-Weierstrass, Trig is dense in C(T,C). Using the linearity of the Ak, it suffices to check
convergence on each en.

• e0 = 1⇒ Ak1 = 1,∀k ≥ 0 ✓.

• n ̸= 0 : then

Akφn(x) =
1

k

k−1∑
j=0

e(n · (x+ jα)) by periodicity of en

=
e(x)

k

k−1∑
j=0

e(n · α)j = e(x)

k

1− e(nk · α)
1− e(n · α)

.

Since α ̸∈ Q, e(n · α) ̸= 1 and thus,

∥Akφn∥ ≤
2

k|1− e(n · α)|
−−−→
k→∞

0 ✓.

■

We proved that for every4 f ∈ C(T),

1

n

n−1∑
j=0

f(x+ jα) ⇒
∫
f(x)dλ(x).

Take I ⊂ T interval: then for every ϵ > 0 there exists g, f ∈ C(T) such that

• g ≤ 1I ≤ f .

•
∫
(f − g)dλ < ϵ

Thus, for every n, Ang ≤ An1I ≤ Anf , and by integrating
∫
gdλ ≤ λ(I) ≤

∫
fdλ. By taking limits

it also follows that for every x,

lim sup
n

An1I(x)− lim inf
n

An1I(x) < ϵ⇒ ∥ lim sup
n

An1I(x)− λ(I)∥ < ϵ.

Hence, for every x ∈ I, limnAn1I(x) = λ(I), i.e.

lim
n

1

n
#{0 ≤ j < n : xj ∈ I} = λ(I) xj = rjα(x).

Recall the following definition from the introduction.
4In pursuit of precision, we should write f({x+ jα}). We won’t.
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Definition 2.3.1. A sequence (xn)n ⊂ [0, 1] is equidistributed if for every I ⊂ [0, 1] interval,

#{1 ≤ i ≤ n : xi ∈ I}
n

−−−→
n→∞

|I| (= Leb(I)).

Corollary 2.3.1. If α ̸∈ Q then (nα mod 1)n≥0 is equi-distributed.

Note. Does the previous result look unsurprising to you? I used to think that the above was ‘natural’
in some sense, but now I’m not so sure. The minimality of the irrational rotation is easier to believe,
but why equi-distribution for ALL irrationals? If α is very irregular then equi-distribution is to be
expected, but the result also holds for regular irrationals (like α =

√
2), independently of their

arithmetic properties.

Although the unique ergodicity of rα is usually obtained as a consequence of Weyl’s theorem,
one can also give a direct proof. The following argument is written in Rudolph’s book [26].

Let f ∈ C(T).

Claim (1). (x, y) 7→ |Anf(x)− Anf(y)| converges uniformly to zero.

Fix ϵ > 0; there exists δ > 0 such that dT(x, y) < δ ⇒ |f(T nx)− f(T ny)| < ϵ, ∀n ≥ 0 (because f
is uniformly continuous and T isometry). Pick x ∈ T with dense orbit; for a given y there exists
k ≥ 1 such that dT(T kx, y) < δ. It follows

|An+kf(x)− An+kf(y)| ≤
2k

n+ k
∥f∥C0 +

n

n+ k
ϵ < 2ϵ if n is sufficiently large.

Claim (2). (Anf)n≥0 ⊂ C(T) converges uniformly to a constant.

For m,n ∈ N we have

Amnf =
1

m

m−1∑
j=0

T jmAnf

and thus if x ∈ T,

Anf(x)− Amnf(x) =
1

m

m−1∑
j=0

(
Anf(x)− Anf(T jm(x))

)
.

By the first claim it follows that given ϵ > 0 there exists n0 such that for every n ≥ n0,m ≥ 1 it
holds

∥Anψ − Amnψ∥C0 < ϵ

This implies that (Anψ)n≥0 is Cauchy. Letting h = limn7→∞Anψ, we obtain by the first claim that
h is constant.
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2.3.1 Unique Ergodicity and Minimality

Let M be a compact metric space and T :M ý an homemorphism. We recall that K ⊂M is said
to be minimal for T if

• K is compact, T -invariant (T (K) = K) and non-empty.

• If K ′ ⊂ K is compact, T -invariant and non-empty, then K ′ = K.

Equivalently, ∀x ∈ K,OT (x) = K.

Notation. Above, and from now on, OT (x) denotes the orbit of x by T : for F = N,Z OT (x) =
{T nx : n ∈ F}.

Lemma 2.3.2. For all x ∈M,∃ K ⊂ OT (x) minimal set for T | : OT (x) ý.

Proof.

C := {∅ ≠ K ⊂ OT (x) : K closed T − inv}.

Then C ̸= ∅ : OT (x) ∈ C. We (partially) order C bt inclusion. If (Ki)i∈I is chain, then K = ∩i∈IKi

lower bound: this is due to the finite intersection property for compact sets.
⇒ by Zorn’s Lemma there exists K ∈ C minimal element for the order, and thus (easy) K

minimal set for T |OT (x). ■

Definition 2.3.2. T is minimal if M is a minimal set for T .

Proposition 2.3.3. If T is uniquely ergodic, Tµ = µ, then T |supp(µ) is minimal.

Proof. Let us recall that

supp(µ) = {x ∈M : ∀U ∈ Nx, µ(U) > 0} → supp(µ) is T − invariant and closed.

Take K ⊂ supp(µ) minimal set for T |supp(µ); if K ̸= supp(µ), then by the Krilov-Bogolyubov
there exists ν ∈ Pr(K). We extend ν to the whole M by defining ν(A) = 0 for all A ⊂ M \K.
Then ν is T invariant, and since supp(ν) ⊂ K, it follows ν ̸= µ. This is absurd. ■

Corollary 2.3.4. PrT (M) = {µ}, µ positive on open sets⇒ T minimal.

Remark 2.3.1.

1. M = T, T as in the picture below.

1
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26 Measure Preserving Transformations 2.4

Then T is uniquely ergodic (PrT (M) = {δ1}) but not minimal.

2. Suppose T is minimal and µ ∈ PrT (M)⇒ µ is positive on open sets.

Indeed, if U ⊂M is open, then
⋃
n∈Z T

n(U) =M , and thus µ(U) > 0.

3. There exist minimal transformations which preserve a measure with full support, and aren’t
uniquely ergodic.

Theorem 2.3.5 (Furstenberg). There exists f ∈ Diffω(T) minimal that preserves the surface
area and is not uniquely ergodic.

Theorem 2.3.6 (Keynes-Newton, Keane). For any m ≥ 5 there exists infinitely many interval
exchange transformations on m intervals that are minimal and not uniquely ergodic.

2.4 Invariant measures for commuting maps

We continue considering M a compact metric space, and let T, S :M ý be such that T ◦S = S◦T ;
note that this corresponds to a Z2(N2 if T, S are not invertible) action on M ,

(n,m) 7→ T nSm.

Proposition 2.4.1. ∃µ ∈ PrT (M) ∩PrS(M).

Proof. Take any ν ∈ PrT (M) and consider νn = 1
n

∑n−1
j=0 S

j
∗ν. By convexity of PrT (M) together

with the fact that T∗ ◦ S∗ = S∗ ◦ T∗ we have that νn ∈ PrT (M), for every n.
Then any accumulation point of (νn)n is invariant for both T and S ■

Corollary 2.4.2. Let {Ti :M ý}i∈I be a family of commuting continuous maps. Then
⋂
i∈I PrTi(M) ̸=

∅.

Proof. If F ⊂ I is finite, then by the previous proposition the set F :=
⋂
i∈F PTi(M) is a (ω∗-closed,

convex and) non-empty subset of Pr(M); since the later set is compact, it follows⋂
i∈I

PTi(M) ̸= ∅.

■

Remark 2.4.1. The above is essentially the Markov-Kakutani fix point theorem.

Example 2.4.1. In M = T consider f(x) = 2x mod 1, g(x) = 3x mod 1. Clearly these maps
commute and by the same argument used in example 2.2.3, the Lebesgue measure λ is invariant for
both f and g.
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2.5 Recurrence 27

Observe that there exist other invariant measures, supported on finite subsets. To check this one
can use that if p, q ∈ N coprime, then x 7→ p · x mod q defines an automorphism of Zq; thus if
z ∈ N is coprime with 2, 3 then 1

z
is a periodic point for f, g (with period z − 1). Hence,

µz =
1

z

z−1∑
j=0

δfjz =
1

z

z−1∑
j=0

δgjz

is both f and g invariant.

Question (Furstenberg). Are the above measures essentially all, in the sense that any ν ∈ Prf (T)∩
Prg(T) can be approximated by convex combinations of µz ’s and λ?

This is one of the most famous open questions in ergodic theory. We will say more about this after
developing additional technology, but for now let us point out that Furstenberg proved the following:
if K ⊂ T is a compact set that is both f and g invariant, then either K is finite or K = T.

2.5 Recurrence

In this part we’ll establish a very simple but surprinsingly useful result.
Consider a dynamical system T : (M,BM, µ) ý. For A ∈ BM denote

A∞ := {x ∈ A : T nx ∈ A for infinitely many n′s}

= A ∩ lim sup
n

T−nA = A ∩
⋂
n≥0

+∞⋃
m=n

T−mA.

Since A is measurable, A∞ is measurable as well.

Theorem 2.5.1 (Poincaré-Gibbs ∼ 1900). µ(A) = µ(A∞).

Proof. We’ll give two proofs.

1st proof: define An :=
⋃+∞
m=n T

−mA, and observe that A0 ⊃ A1 ⊃ · · ·An = T−nA0. Since T
preserves µ, µ(A0) = µ(An) for all n, and thus An = An µ - a.e. This implies

lim supT−nA =
⋂
n≥0

An = A0 µ - a.e.

⇒ A∞ = A ∩ A0 = A µ - a.e.

2nd proof: wolog, µ(A) > 0.

1. Note that ∃1 ≤ n < nA = [ 1
µ(A)

]+1 such thatA∩T−nA ̸= ∅; indeed, the setsA, T−1A, · · ·T−(n−1)A, · · ·
have the same measure = µ(A), thus if they are all pairwise disjoint then

1 ≥
n−1∑
k=0

µ(T−kA) = nµ(A)⇒ n ≤ 1

µ(A)
.

If T−nA ∩ T−(n+k)A ̸= ∅, then A ∩ T−kA ̸= ∅.
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2. Let Bn := {x ∈ A : #{k : T kx ∈ A} = n}; necessarily µ(Bn) = 0, othewise if µ(Bn) > 0 then
by the previous part there exists x ∈ Bn ∩ T−kBn for some k ≥ 1. This is a contradiction since
x would have to visit A at least n+ 1 times, and wouldn’t be in Bn.

Finally,

A∞ = A \
⋃
n≥0

Bn = A µ - a.e.

■

There is also a topological version of the recurrence theorem. We now assume additionally
that M is a separable metric space, and BM is its Borel σ -algebra. No assumptions on the
continuity of T are imposed.
Recall: for x ∈M , its ω-limit (for T ) is

ωT (x) = {y : ∃ (ϕ(n))n ⊂ N subsequence s.t. T ϕ(n)x −−−→
n→∞

y}

=
⋂
n≥0

+∞⋃
m=n

Tmx

We say that x is recurrent if x ∈ ω(x).

Corollary 2.5.2. If µ ∈ PrT (M) then µ({recurrent points}) = 1.

Proof. Take {Bn} base of the topology of M and let B̃n := Bn \Bn
∞; by Poincaré-Gibbs’ theorem,

µ(B̃n) = 0, and thus if B̃ := ∪nB̃n, then µ(B̃) = 0.
We now claim that every x ̸∈ B̃ is recurrent: for U ∈ Nx there exists some n such that

x ∈ Bn ⊂ U , and since x ̸∈ B̃n, there exists (infinitely many) k ≥ 1 such that T kx ∈ Bn ⊂ U . In
other words, for every U ∈ Nx there exists infinitely many k such that T kx ∈ U . This implies that
x is recurrent, finishing the proof. ■

Corollary 2.5.3 (Birkhoff’s recurrence theorem). Let T :M ý be a continuous map of a compact
metric space. Then, there exists a recurrent point x ∈M

Proof. By Krylov-Bogolyubov PrT (M) ̸= ∅. Alternatively, there exists a minimal set Y ⊂M , and
every x ∈ Y is recurrent. ■

Remark 2.5.1. In hypotheses of the previous corollary, observe that since PrT (M) is separable one
can guarantee the existence of some measurable R ⊂M such that

• x ∈ R⇒ x is recurrent.

• ∀µ ∈ PrT (M), µ(R) = 1.

Definition 2.5.1. Let M be a compact metric space, and T :M ý continuous. A Borel set Y ∈ BM

is said to be of total probability if for every µ ∈ PrT (M), µ(Y ) = 1.
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There are more sophisticated recurrence theorems. For example:

Theorem 2.5.4 (Khintchine’s recurrence theorem). Let T : (M,BM, µ) ý be an endomorphism,
and A ∈ BM of positive measure. Then for every ϵ > 0 the set

S := {n ∈ N : µ(A ∩ T−nA) ≥ µ(A)2 − ϵ}

is synthetic.

Recall:. S ⊂ N is syntetic (or “has bounded gaps”) if there exists L > 0 such that for every n ∈ N,
S ∩ {n, n+ 1, · · · , n+ L} ≠ ∅.

We’ll also mention the following.

Theorem 2.5.5 (Multiple recurrence theorem (Furstenberg)). Consider pairwise commuting
endomorphisms Ti : (M,BM, µ) ý i = 1, · · · , k and let A of positive measure. Then there exists
n > 0 such that

µ(A ∩ T−n
1 A ∩ · · ·T−n

k A) > 0.

In particular if T i = T i for some endomorphism T , then µ(A ∩ T−nA ∩ · · ·T−knA) > 0

Exercises

1. Show that d is a distance on Pr(M) and show that a net (µi)i in Pr(M) is convergent in the
weak-star topology if and only if it converges with respect to d.

2. Verify that for any I = [a, b) ⊂ [0, 1) it holds µ(G−1(I)) = µ(I), where G is the Gauss map and
dµ = 1

log 2
dx
1+x

. Conclude that µ is G-invariant.

3. An homeomorphism of a compact metric space T :M ý is almost periodic if is minimal and
{T n : n ∈ Z} is an equi-continuous family. Show that any almost periodic map is uniquely
ergodic.

4. (∗) Let T :M ý be an homeomorphism of a compact metric space and φ ∈ C(M). Coinsider

K := {λ ∈ R : ∃ν ∈ PrT (M) : T−1ν = λφν}.

(a) Show that K is a compact, non-empty subset of R.

(b) Suppose that T is uniquely ergodic. Show that K reduces to one point, and find that
point. Hint: iterate the equation T−1ν = λφν.

(c) Conclude that in the uniquely ergodic case there exists ν such that T−1ν = φν if and only
if
∫
log dµ = 0, where µ is the unique invariant measure for T .

5. Suppose that T : (M,BM, µ) ý is an endomorphism, and let f ∈ Fun+(M). Show that

lim sup
f(T nx)

n
≤ 0 µ - a.e.(x)

Hint: Borel-Cantelli.
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6. (∗) Consider a dense sequence (xn)n≥0 in [0, 1]. Show that there exists a re-ordering (xϕ(n))n≥0

that is equi-distributed.

7. (∗) Let M,N be compact metric spaces and π :M → N a measurable map. Show that:

(a) π∗ : Pr(M)→ Pr(N) is measurable (if you are stuck see lemma 9.3.5).

(b) If π is surjective, then π∗ is surjective.

(c) Suppose that f :M ý, g : N :ý are continuous maps and π is a semi-conjugacy between
them (π ◦ f = g ◦ π, π surjective). Show that π∗| : Prf (M)→ Prg(N) is surjective.

8. (∗) Let M be a compact metric space and T : M ý continuous. Suppose that there exists
a real valued f ∈ C(M) and r ∈ R such that for every µ ∈ PrT (M),

∫
f dµ < r. Show that

there exists n0 such that for every x ∈M it holds n ≥ n0 ⇒ Anf(x) < r.
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CHAPTER 3

Ergodic Systems

3.1 Ergodicity: definition and basic facts.

Let T : (M,BM, µ) ý be an endomorphism.

Definition 3.1.1. We say that the system is ergodic if ∀A ∈ BM, T−1A = A implies µ(A) ·µ(Ac) = 0.

Sets such that T−1A = A are called (quite naturally) T -invariant sets (or simply, invariant
sets). Ergodicity amounts to say that every (measurable) invariant set has µ-measure equal to
zero or one. If the measure is clear from the context, we simply say that T is ergodic. In contrast,
if T is fixed and we want to emphasize the role of µ, we say that µ is an ergodic measure for T .

Note. More generally, the definition of ergodicity makes sense also for measures that are not
invariant, but quasi-invariant: this means that T is an automorphism and Tµ is equivalent to µ. In
this case it is often said that T preserves the class of µ.

Notation. ErgT (M) = {µ ∈ PrT (M) : µ ergodic measure for T}. Observe that ErgT (M) is a
ω∗ closed subset of PrT (M).

The condition for a set to be invariant is somewhat artificial in the context of measure theory;
it would be much more natural to define an invariant set as one satisfying T−1A = A µ - a.e.
(these are called invariant µ - a.e. sets, by the way). We’ll now show that the notions essentially
agree.

Recall:. To be in the same page, let us recall that two subsets B,C ∈ BM are equal µ almost
everywhere (B =µ C) if µ(B△C) = 0. Equivalently, 1B = 1C µ - a.e..

If A,A′ are sub σ -algebras of BM, we said that they coincide µ - a.e. (A =µ A′) if for every
A ∈ A there exists A′ ∈ A′ such that A =µ A

′, and reciprocally if B′ ∈ A′ there exists B ∈ A,
B′ =µ B.

We can prove directly the following.

Lemma 3.1.1. If A is invariant µ - a.e. there exists an invariant set B such that A =µ B.

Proof. For this, start noting that ρ : BM ×BM → [0, 1] given by ρ(A,B) = µ(A△B) is a pseudo-
metric on BM. Given A = T−1A µ - a.e. let B = lim supn T

−nA. Note that B is T -invariant,
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and y Poincare-Gibb’s theorem, A∞ = A ∩ B = A µ - a.e.. We now claim that A∞ =µ B, thus
establishing the Lemma.

By definition, B \ A∞ ⊂ {y ∈ Ac : ∃n ≥ 1, T ny ∈ A} =
⋃+∞
n=1 T

−nA ∩ A. Now T−nA \ A ⊂
T−nA△A; by triangular inequality

ρ(T−nA,A) ≤
n−1∑
k=0

ρ(T−kA, T−k−1A) = nρ(A, T−1A) = 0,

which shows that T−nA \ A is a null set for every n ≥ 1, which in turn implies B =µ A∞ as
promised. ■

Corollary 3.1.2. T is ergodic if and only if every invariant µ - a.e. set has either zero or total
measure.

It is worth to give a different proof of the previous fact. This will lead us to some useful
considerations. First some definitions.

Definition 3.1.2. If T : (M,BM, µ) ý is an endomorphism, we define the σ -algebra of invariant
subsets and the σ -algebra of invariant subsets µ - a.e. by

J = JT = {A ∈ BM : T−1A = A}

J ◦ = J ◦
T = {A ∈ BM : T−1A =µ A}.

It’s easy to check that J ,J ◦ are σ -algebras and by definition, T is ergodic if and only if J is
the trivial σ-algebra {∅,M}. The previous Lemma tell us that J =µ J ◦, and thus T is ergodic if
and only if J ◦ =µ {∅,M}.

Now observe the following: f :M → R is J -measurable if and only if f = Tf(= f ◦ T ). On
the one hand, it is clear that if f = Tf and A = f−1(C) for C ∈ BR, then T−1A = (Tf)−1(C) =
f−1(C) = A and f is J -measurable. Conversely if f is J -measurable, then for every t ∈ R,
T−1f−1({t}) = f−1({t}), which implies that f(x) = Tf(x) ∀x ∈M . Arguing analogously we can
verify that f is J ◦ -measurable if and only if f = Tf µ - a.e.

Proposition 3.1.3. Let f ∈ Fun(M) be such that Tf = f . Then there exists a measurable function
f̃ satisfying:

1. T f̃ = f̃ .

2. f̃ = f µ - a.e.

Proof. First assume that f is bounded. Note that for every n the function gn = Anf is measurable
(finite) and satisfies gn = f µ - a.e., thus f̃ = lim infn→∞ gn coincides µ - a.e. with f . Finally, by
using that f is bounded,

T f̃ = lim inf
n→∞

1

n

n∑
k=1

T kf = lim inf
n→∞

gn +
T nf − f

n
= f̃ .

If f is not bounded, assume first that f ≥ 0 and for every N ∈ N consider hN = f ∧ N . As
0 ≤ hN ≤ N , by the previous part we deduce the existence of h̃N that coincides with hN
almost everywhere and is T -invariant. It follows that f̃ := lim infN h̃N coincides µ - a.e. with
lim infN hN = f , and is T -invariant. By applying this reasoning to the positive and negative parts
of f we finish the proof. ■
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Note. Suppose that f = 1A and consider f̃ given by the Previous proposition; in principle f̃ is not a
characteristic function, but µ - a.e. coincides with the characteristic function of B = {x : f̃(x) = 1}.
Note also that since f̃ is invariant, T−1B = B. Hence, we can use the proposition above to give a
different proof of lemma 3.1.1.

Definition 3.1.3. We say that f ∈ Fun(M) is T -invariant (or simply that is invariant, if T is
understood from the context) if Tf = f µ - a.e.

Corollary 3.1.4. T is ergodic if and only if every T -invariant function is constant µ - a.e.

Proof. T is ergodic if and only if J 0 =µ {∅,M}, and as we explained, a function f ∈ Fun(M) is
J ◦ -measurable if and only if is T -invariant. Since the {∅,M} -measurable functions are exactly
the constants, our claim follows. ■

Notation. Nσ - al = {∅,M}.

Remark 3.1.1. Note that it is enough to guarantee that every bounded invariant function is constant
to guarantee ergodicity, or even for functions in Lp, p ≥ 1.

Convention and Warning: In view of the above, from now on we’ll write J = J 0. This is
common in the ergodic theory literature; nonetheless sometimes (cf. chapter 9) is important to
make the distinction. We’ll worry about this technicality when the times comes.

We end this introductory part by noting that ergodicity essentially tell us that our system
cannot by subdivided into simpler systems.

Proposition 3.1.5 (Indecomposability). The following are equivalent

1. T is ergodic.

2. A ∈ BM, µ(A) > 0⇒ µ(∪n≥1T
−nA) = 1.

3. A,B ∈ BM, µ(A) · µ(B) > 0⇒ ∃n ≥ 1 s.t. µ(T−nA ∩B) > 0.

Compare 3 with Poincaré-Gibbs’ Theorem.

Proof.

1⇒ 2 If Â := ∪n≥1T
−nA, then T Â ⊂ Â, and since both sets have the same measure, Â =µ T

−1Â.
As TA ⊂ Â, µ(Â) > 0, hence by ergodicity this set has full measure.

2⇒ 3 With previous notation, µ(Â) = 1 and thus 0 < µ(B) = µ(Â ∩ B) ≤
∑+∞

n=0 µ(T
−nA ∩ B),

which implies that one of the terms of this series is non-zero.

3⇒ 1 Let A be an invariant set of positive measure, B = Ac. Since for every n it holds T−nA∩B =
A ∩B = ∅, necessarily µ(B) = 0.

■
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3.2 Ergodicity of the Irrational Rotation

Let α ∈ R \Q and consider the rotation T = rα : T→ T, x 7→ x+ α mod 1; recall that λ denotes
the Lebesgue measure on T.

Theorem 3.2.1. λ is an ergodic measure for rα.

We’ll give several different proofs of this fact; each one of them can be generalized to some
appropriate context. Not only that, along the way we’ll develop some general facts that will
prove to be useful for what follows.

3.2.1 Proof using Fourier analysis.

Recall that e : T→ C denotes the exponential function e(x) = exp(2πix). As explained before,
the set of trigonometric polynomials

Trig := spanC{en(x) = e(n · x)}.

is C0 dense in C(T), and thus is L2 dense as well. Denoting ⟨f, g⟩ =
∫
fgdλ the L2 inner product

we get ⟨en, em⟩ =
∫
en−m(x)dλ(x) = δn−m; thus {en}n∈Z is an orthonormal basis of the Hilbert

space L2(λ). If f ∈ L2(λ) we can write

f(x)
L2

=
∞∑

k=−∞

f̂(k)e(k · x)

for uniquely defined (Fourier) coefficients f̂(k) ∈ C (f̂(k) = ⟨ek, f⟩). In conclusion, the sequence
f̂ = {f̂(k)}k∈Z determines uniquely the L2 class of f , hence it determines f λ - a.e..

Consider now a T -invariant function f ∈ L2(λ): then

f(x)
L2

=
∞∑

k=−∞

f̂(k)e(k · x)

f(Tx)
L2

=
∞∑

k=−∞

f̂(k)e(k(x+ α)) =
∞∑

k=−∞

f̂(k)e(k · α)e(k · x)

⇒ f̂(k) = f̂(k)e(k · α) ∀k ∴ f̂(k)(1− e(kα)) = 0 ∀k.

Since kα ̸∈ Z for k ̸= 0, necessarily f̂(k) = 0 ∀k ̸= 0. This means that f(x) L2

= f̂(0) =
∫ 1

0
f(t)dt is

a constant function.

3.2.2 Geometric proof

We start with the following elementary Lemma.

Lemma 3.2.2. rα is minimal

Proof. x ∈ T: by compactness of T the orbit {xn = T nx}n∈Z has an accumulation point p. Using
that T is an isometry we get x ∈ {xn}′n∈Z (i.e. x ∈ ω(x). Now given y ∈ T, ϵ > 0, there exists n
such that dT(T nx, x) < ϵ

2
, and thus for every k,

dT(T
n(k+1)x, T nkx) <

ϵ

2
.

By Dirichlet’s principle, this implies that {T nkx}k intersects (y − ϵ, y + ϵ). ■
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Note. This also follows from unique ergodicity.

Suppose by means of contradiction that there exists A = T−1A satisfying 0 < µ(A) < 1. Take
a density point1 x of A, i.e.

lim
r→0

|A ∩ (x− r, x+ r)|
2r

= 1

Using that T is an isometry we get that xn = T nx ∈ T nA = A is also a density point, and
furthermore there exists ro > 0 such that

0 < r < r0 ⇒ ∀n, |A ∩ (xn − r, xn + r)| > 1.99r.

On the other hand, by our hypotheses µ(Ac) > 0; choose y density point of Ac and r1 such that

0 < r < r1 ⇒ |Ac ∩ (y − r, y + r)| > 1.99r.

Now let r = r0 ∧ r1 and for a given n let δn = dT(xn, y). Then

1.99r < |Ac ∩ (y − r, y + r)| ≤ |Ac ∩ (xn − r, xn + r)|+ 2δn ≤
r

100
+ 2δn

This is a contradiction since δn can be chosen arbitrarily small, by the previous Lemma.

3.2.3 Proof using unique ergodicity.

Consider f ∈ L1(T) T -invariant. Given ϵ > 0 there exists g ∈ C(T) such that ∥f − g∥ℓ1 < ϵ. We
know Ang ⇒ cg, hence by invariance of λ,

∥f − Ang∥L1 = ∥Anf − Ang∥L1 ≤ 1

n

n−1∑
k=0

∫
|f(T kx)− g(T kx)|dλ(x) = ∥f − g∥L1 < ϵ.

Choose nϵ such that for every n ≥ nϵ, ∥Ang − cg∥C0 < ϵ: for those n′s it holds ∥Ang − cg∥L1 < ϵ,
and thus ∥f − cg∥L1 < 2ϵ. We deduce that f is the L1 limit of constant functions, and since
convergence in L1 implies converge a.e. for some sub-sequence, we have that there exists
(fn)n ⊂ L1(T) sequence of constant functions such that f a.e.

= limn fn. This readily implies that f
is constant a.e.

The reader should note that the approximation argument used in the last part does not
depend on the particular form of T . For reference, we spell it out as a Lemma.

Lemma 3.2.3. Suppose that there exists F ⊂ Lp(M) a dense set of functions such that for every
f ∈ F , (Anf)n converges in Lp to a constant. Then T is ergodic.

3.3 Shifts spaces

We’ll introduce now one of the most important examples in ergodic theory: shift spaces. chapter 7
is dedicated to the study of this type of system; here we’ll limit ourselves to a (very) basic
presentation, so the reader can start getting used to them.

1These exist by Lebesgue’s differentiation theorem.
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Let S = {1, . . . , d} be a finite set (the alphabet) and define the spaces

Ω(d) = SN = {x : xn ∈ S∀ n ≥ 0}
Ω±(d) = SZ = {x : xn ∈ S∀ n ∈ Z}

We consider the discrete topology on S and induce the corresponding product topology on
Ω(d),Ω±(d). These are Hausdorff spaces, and due to Tychonof’s theorem they are also compact.
It is not difficult to show that they are metrizable; a compatible metric is given as follows; for
x, y ∈ Ω±(d) we define

dΩ±(d)(x, y) =
1

2L(x,y)+1

where L(x, y) ∈ N ∪ {+∞} is

L(x, y) = max{l : xi = yi, |i| ≤ l}

In other words, we consider the biggest (symmetric) “window” where x, y coincide:

x−L−1 x−L · · · .x0 · · · xL xL+1

y−L−1 x−L · · · .x0 · · ·xL yL+1

Likewise for Ω(d). From now on we restrict our discussion to Ω = Ω±(d) since the arguments
for the one-sided space are essentially the same.

For k ∈ N denote Sk the set of words on length k, i.e.

Sk := {w = a1 · · · ak : ai ∈ S} ≈ S × · · · × S (k times)

Given i ∈ Z, w ∈ Sk we define the cylinder

[w]i = {x : xi = w0, . . . , xi+k−1 = wk−1}

It is immediate that each cylinder is open and {[w]i : w ∈ Sk, k ∈ N, i ∈ Z} is a basis of the
topology in Ω. Since the complement of a cylinder is a finite union of cylinders we conclude
the Ω has a basis consisting of clopen sets, hence it is totally disconnected (=zero dimensional)
space.

Remark 3.3.1. For i = 0 we’ll write [w]0 = [w]. Note that any cylinder [w]i is finite union of
cylinders [w′], hence {[w]i : w ∈ Sk, k ∈ N} is also a basis of the topology of Ω. It also follows that
the set A consisting of finite unions of cylinders is a generating sub-algebra of BΩ.

Finally, given x we construct a sequence (xk)k by defining inductively xki = xi for |i| ≤
k, xkk+1 ̸= xk+1; as xk −−−→

k 7→∞
x we conclude that x is an accumulation point. This shows that Ω is

perfect.

Definition 3.3.1. A compact metric space that is perfect and totally disconnected is called a Cantor
space.

Theorem 3.3.1 (Moore-Kline). If X, Y are Cantor spaces, then they are homeomorphic.
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The spaces Ω(d),Ω±(d) come with a naturally defined map on them, the shift map : it is given
by

(σx)n = xn+1

It’s name is self-explanatory. One deduces directly that σ : Ω(d) ý is a d -to-one continuous
surjective map, whereas σ : Ω±(d) ý is an homeomorphism (its inverse is just shifting in the other
direction). Due to the importance of this map, the spaces Ω(d),Ω±(d) are called respectively the
one-sided shift on d symbols, and the two-sided shift on d symbols.

Remark 3.3.2.

• w = a0 · · · ak−1 ⇒ [w] = ∩k−1
j=0σ

−j[aj].

• w ∈ Sk ⇒ [w]i = σ−i[w].

Now suppose that we are given real numbers 0 < p1, · · · , pN < 1 satisfying
∑N

j=1 pj (i.e. a
probability distribution µ1 on the set S). For each k we can define µk on the set Sk by

µk(w0 · · ·wk−1) =
N∏
j=1

p#{0≤i<k:wi=j}

Since µk = µ1 × µk−1, by induction we get that µk is a distribution and the family {µk}k≥1 is
compatible in the sense that if πk : Sk+1 → Sk is the projection into the last k coordinates, then
πkµk+1 = µk. We now apply the basic version of theorem 7.2.4.

Proposition 3.3.2. There exists a (unique) probability measure µ on Ω such that for every k ∈
N, w ∈ Sk, i ∈ Z it holds

µ([w]i) = µn(w)

Proof. For k ∈ N, w ∈ Sk, i ∈ Z define

µ([w]i) = µn(w).

The consistency condition implies that the above extends to a pre-measure µ : A → [0, 1]; we
claim that it is σ-additive on A, and hence by using Caratheodory’s extension theorem (or
alternatively, Kolmogorov-Hahn’s) it follows that it extends uniquely to a measure on BΩ.

To check σ-additivity take a sequence of pairwise cylinders (An)n≥1 and suppose that A =
∪nAn ∈ A. Define Bn = A \

⋃n
i=1Ai; then Bn ∈ A hence it is compact and Bc

n ↘ ∅. By
compactness there exists r such that Bn = ∅ for all n ≥ r, and thus A = ∪rn=1An, An = ∅ for
n ≥ r + 1. It follows that

µ(A) =
r∑

n=1

µ(An) =
+∞∑
n=1

µ(An)

as we wanted to show. ■

Definition 3.3.2. The measure µ constructed in the previous proposition is the Bernoulli measure of
weights (or initial distribution) p1, · · · , pd. The space Ω±(d) (resp. Ω(d)) equipped with this measure
will be denoted as Ber±(p1, · · · , pd) (resp. Ber(p1, · · · , pd)).
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By definition, µ is an invariant measure for σ (it is invariant on A). Here comes another
unsurprising fact.

Claim. µ ∈ Ergσ(Ω).

Indeed, Floc = {f : Σ± : f depends on finitely many coordinates} is a dense family in L∞(µ)
(in fact, it is dense in C(Ω)) and clearly if f ∈ Floc is σ-invariant then it has to be constant.
Therefore, µ is an ergodic measure for σ.

Note. σ : Ber(p1, · · · , pd) ý is much more than ergodic. These systems are the paradigm of a truly
random process. For example, Ber(p, 1− p) would model the successive trials of the flip of coin that
has probability p of landing head, and 1− p of landing tails. This is more “unpredictable” that the
system given by successively applying an irrational rotation. Is it not?

3.4 Statement of the Ergodic Theorem and more about ergod-
icity

It is time to state the Ergodic theorem.

Theorem 3.4.1 (Ergodic Theorem - G. Birkhoff ∼ 1931)). Let T : (M,BM, µ) ý be an endomor-
phism, and f ∈ L1(M). Then there exists f̃ ∈ L1(M) such that

1. Anf −−−−→
n→+∞

f̃ both µ - a.e. and in L1.

2. f̃ is T -invariant µ - a.e..

3. If A ∈ J then
∫
A
fdµ =

∫
A
f̃dµ (in particular

∫
fdµ =

∫
f̃dµ).

Chapter 6 is dedicated to the proof of this and other similar results. For now we’ll assume the
validity of the theorem and use it to obtain some useful consequences.

Convention. from now on we’ll abbreviate “Ergodic theorem” as ET.

Fix T : (M,BM, µ) ý; for A ∈ BM, n ∈ N let

τnA(x) :=
#{0 ≤ i < n : T i(x) ∈ A}

n
= An1A(x). (3.1)

Due to the ET, ∃ limn τ
n
A(x) =: τA(x) for µ - a.e.(x) and

∫
τAdµ = µ(A). Since τA is T -invariant,

it is clear that
(∗) T is ergodic⇔ τA(x) = µ(A) µ - a.e.(x), for all A ∈ BM.

Suppose that µ(A) > 0: we claim that τA(x) > 0 µ - a.e.(x) ∈ A. Equivalently,

µ(x ∈ A : τA(x) > 0) = µ(A).

If not, there exists B ⊂ A of positive measure such that τA|B ≡ 0. Let C := ∪n≥0T
−nB. Since

τA is T -invariant, τA|C ≡ 0 µ - a.e., and clearly C ∈ J , thus

0 =

∫
C

τAdµ =

∫
C

1Adµ ≥
∫
B

1Adµ = µ(B) > 0,
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which is absurd.
This is a stronger version of Poincaré-Gibbs’ theorem: not only there is recurrence but the

frequency of visits to the set is given.

Extremality Let V = (V, Top) be a locally convex topological vector space, K ⊂ V convex.

Definition 3.4.1. x ∈ K is an extreme point of K (x ∈ Ext(K)) if whenever x = ty+ (1− t)z with
t ∈ [0, 1], y ̸= z ∈ K, necessarily t = 0 or t = 1.

The following is well known.

Theorem 3.4.2 (Krein-Milman). Let K ⊂ V be compact and convex. Then K = conv(Ext(K)),
where

conv(Ext(K)) = smallest closed convex set containing Ext(K)

In particular, Ext(K) ̸= ∅.
There is a useful complement to the above theorem, the existence of an integral representation

for elements of K. Let us start with an example.

Example 3.4.1. Consider a compact convex set K ⊂ Rd, and denote E = Ext(K). In this case one
can check directly (arguing by induction on d) that given x ∈ K there exists Fx ⊂ E finite (with
#Fx ≤ d+ 1) and numbers p(y) ≥ 0, y ∈ Fx such that

x =
∑
y∈Fx

p(y) · y
∑
y∈Fx

p(y) = 1.

Define µx :=
∑

y∈Fx
p(y)δy; then µx ∈ Pr(Rd) and µx(A) = 0 for every A that does not intersect

Ext(K). Moreover, if φ ∈ (Rd)∗ then

φ(x) =
r∑
i=0

pi(x)φ(xi) =

∫
φ · dµx.

Observe that in the above example it is only required for φ to preverse convex combinations,
rather than to be linear; these are called affine functions. For K ⊂ V convex, We denote

Aff(K) := {φ : K → R affine and continuous}

We now state the following version of the powerful theorem of Choquet.

Theorem 3.4.3 (Choquet, Bishop-de Leeuw). Let V,K as in Krein-Milman’s theorem, and suppose
further that K is metrizable. Then for every x ∈ K there exists µx ∈ Pr(V ) satisfying:

a) supp(µx) ⊂ Ext(K).

b) For all φ ∈ Aff(K), φ(x) =
∫
φdµx

Proof. Let E := Ext(K); clearly it is a compact metrizable space. Define E : {φ|E : φ ∈
Aff(K)} ⊂ C(E) (with the uniform norm). Observe that E determines uniquely Aff(K);
indeed, if φ, φ′ ∈ Aff(K) conincide on E, then by convexity + continuity they coincide on
conv(E) = conv(Ext(K)) = K.
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It follows that given an element φ ∈ E we can extend it uniquely in an affine way to the
whole K; this extension will be denoted by the same letter φ. Now x ∈ K determines a linear
functional evx : E→ R by

evx(φ) = φ(x)

which has norm equal to 1, and thus evx ∈ E∗. By Hahn-Banach it extends to a functional
EVx ∈ C(E)∗, and since EVx(1) = evx(1) = 1 and E is compact, it follows that EVx is positive.
By the Riesz’s representation theorem there exists a mesure µx ∈ Pr(E) such that for every
φ ∈⊂ C(E), and thus for φ ∈ E∫

φdµx = EVx(φ) : φ ∈ E⇒
∫
φdµx = evx(φ) = φ(x).

We can extend µx to a probability on V by defining µx(A) = 0 for every A ∈ BV, A∩E = 0. With
this definition it follows that if φ ∈ Aff(K)) then

µx(φ) = µx(φ|E) = φ(x)

This finishes the proof. ■

Note. In the above theorem we get from construction that µ(E) = 1, but in fact µ(Ext(K)) = 1.
We refer the reader to [22] for the proof. We point out however that in the case considered the set
Ext(K) is a Gδ set, and thus Borel measurable.

To see this consider A : [0, 1]×K ×K → K, A(λ, x, y) = λx+ (1− λ)y: A is a continuous map
between compact spaces, hence closed. Then p ̸∈ Ext(K) if and only if there exists x ̸= y, λ ̸= 0, 1
such that A(λ, x, y) = p. It follows that

Ext(K)c =
⋃
n≥1

A({(λ, x, y) : 1
n
≤ λ ≤ 1− 1

n
, dK(x, y) ≥

1

n
}

which implies that Ext(K)c is an countable union of closed sets.

After this interlude in functional analysis let us get to back to ergodic theory.

Proposition 3.4.4. Ext(PrT (M)) = ErgT (M).

Lemma 3.4.5. Assume that µ ∈ ErgT (M), ν ∈ PrT (M) are such that ν <<µ. Then µ = ν.

Proof. Fix A ∈ BM and consider B = {x : τA(x) = µ(A)}: by the ET, µ(B) = 1, thus ν(B) = 1.
Since B =ν T

−1B it follows again by the ET (applied to ν),

µ(A) =

∫
B

τAdν =

∫
B

1Adν = ν(A).

■
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Of proposition 3.4.4. Consider first µ ∈ Ext)(PrT (M)), and take A ∈ J . If 0 < µ(A) < 1 we
could write,

µ = µ(A)µ(·|A) + µ(Ac)µ(·|Ac)

where µ(·|A), µ(·|Ac) are the conditional measures on A,Ac. Observe that since A is T -invariant,

Tµ(B|A) = µ(T−1B|A) = µ(T−1B ∩ A)
µ(A)

=
µ(T−1B ∩ T−1A)

µ(A)
= µ(B|A) ∀B ∈ BM,

i.e. µ(·|A) ∈ PrT (M), and similarly for µ(·|Ac). This would contradict the extremality of µ, and
hence µ(A) = 0, 1.

Conversely, let µ ∈ ErgT (M) and suppose that we have a convex combination of the form

µ = tν1 + (1− t)ν1 νi ∈ PrT (M), 0 ≤ t ≤ 1.

Then both ν1, ν2 are absolutely continuous with respect to µ which by the previous lemma implies
that they coincide with µ. This shows that µ ∈ Ext(PrT (M)). ■

We now reap the benefits of the theory of extremal points.

Corollary 3.4.6. Let M be a compact metric space and T :M ý continuous. Then

PrT (M) = conv(ErgT (M))

Moreover, given µ ∈ PrT (M) there exists a unique Ω ∈ Pr(ErgT (M)) such that

µ(f) =

∫
η(f)dΩ(η) ∀f ∈ C(M) (†)

Proof. Recall that PrT (M) is a ω∗ compact, convex set in the t.v.s. M(M). The first part is direct
consequence of Krein-Milman’s theorem and proposition 3.4.4 above.

For the second we use theorem 3.4.3 and obtain the existence of a probability measure
Pr(ErgT (M)) such that for every φ ∈M(M)∗,

φ(µ) =

∫
φ(η)dΩ(η)

Observe that C(M) ↪→M(M)∗ via evaluation: for f ∈ C(M) we get φ : M(M)∗ → R s.t. φ(ν) =
ν(f). From here we deduce the existence part of (†): uniqueness follows since C(M) ⊂M(M)∗ is
separating. ■

The last part of the above theorem (†) is called the Ergodic Decomposition Theorem. If is often
used to simplify work: one first proves the desired statement or theorem for ergodic measures,
and then by some (often simple) argument together with (†) gets the result for every invariant
measure.

Let us also note the following.

Note. For µ, ν ∈ ErgT (M) then either

• µ ⊥ ν, or

• µ = ν
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Indeed, if ν ̸= µ then there exists some mble. set A s.t. µ(A) ̸= ν(A). Let

X := {x : τA(x) = µ(A)}

and observe that by the ET, µ(X) = 1, ν(X) = 0. Hence µ ⊥ ν.

Example 3.4.2. In general, ErgT (M) is not closed. Consider the following simple example taken
from [9]: let M = T2, T (x, y) = (x, x+y); then T is an homeomorphism that preserves the Lebesgue
measure λ on T (by Fubini). For n ≥ 1 define

µn =
1

n

n−1∑
i=0

δ( 1
n
, k
n
)

Clearly µn ∈ ErgT (M): however µn
ω∗

−−−−→
n→+∞

δ0 × λ, which is not ergodic (T |{0} ×T is the identity).

3.5 Uncountably many singular measures of full support

We’ll finish this Chapter giving the following application of the ideas that we have been discussing.

Theorem 3.5.1. There exists a continuum of measures µt ∈ Pr([0, 1)) satisfying:

1. t ̸= t′ ⇒ µt ⊥ µt′.

2. µt has full support for every t (i.e. µt is positive on open sets).

3. µ1/2 = λ, the Lebesgue measure.

4. µt is non-atomic.

Denote I = [0, 1),M = {0, 1}N∗ and let φ :M → I,

φ(x) =
+∞∑
n=1

xn
2n

Let T : I → I be the doubling map T (x) = 2x mod 1, I0 = [0, 1
2
), I1 = [1

2
, 1).

I0 I1

⇒ φ(x) =
⋂+∞
n=1 T

−n(Ixn).
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Claim. φ is continuous, surjective, and

M σ //

φ
��

M

φ
��

I
T // I

Everything is clear except (maybe) continuity; if dM(x, y) ≤ 1
2n+1 then xi = yi∀i = 0, · · · , n,

hence

φ(x), φ(y) ∈
n⋂
i=0

T−k(Ixi)← has diameter ≤ 1

2n

This shows that φ is continuous (Lipschitz).
For n ∈ N∗, 0 ≤ j ≤ 2n − 1 let Ij,n := [ j

2n
, j+1

2n
). Then by induction,

φ−1(Ij,n) = φ−1
( n⋂
i=1

T−k(Iai)
)

ai = (j mod 2n−i) mod 1

=
n⋂
i=1

σ−k[ai] = [a1, · · · , an].

Now fix 0 < p < 1 and let νp be the Bernoulli measure on M of weights p, 1− p; as we saw
before this is an ergodic measure for σ, thus p ̸= p′ ⇒ νp ⊥ νp′.

Define µp := φνp: then {µp}0<p<1 is a family of mutually singular measures on I.

Claim. each µp is positive on open sets and without atoms.

The first part follows from µp(Ik,n) = νp([a1, · · · , an]) > 0. To check that µp doesn’t have any
atoms it suffices to establish that the Bernoulli measure νp is without atoms. Fix x ∈ M and
define Cn = [x1, · · · , xn]. Each Cn is a closed set and for every n,Cn ⊃ Cn+1. Thus,

νp({x}) = lim
n→∞

νp (Cn) = lim
n→∞

prn(1− p)sn = 0

since x has either infinitely many zeros or ones.
Finally, note that if p = 1

2
then µ 1

2
(Ij,n) =

1
2n

= λ(Ij,n), which implies that µ = λ. The proof of
the theorem is complete.

Note. I’ve learned the previous application from A. del Junco.

Remark 3.5.1. It is easy to verify that φ is two-to-one, and is one-to-one precisely on Xc where

X := {x : x ends on infinitely many zeros or ones} = φ−1
(
{T−n(0)}n≥0

)
In particular, ∀0 < p < 1, νp(X) = 0 and furthermore φ : (M,σ, νp)→ (I, T, µp)) is a conjugacy in
the following sense.

Definition 3.5.1. Let T : (M,BM, µ) ý, S : (X,BX, µ) ý be two measurable dynamical systems.
A map φ : (X,BX)→ (M,BM) is a semi-conjugacy (notation: φ : (X,S, ν)→ (M,T, µ)) if
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1. φν = µ.

2. φ(X) ∈ BM.

3. It holds

X S //

φ
��

X

φ
��

M
T //M

If furthermore φ is an automorphism (i.e. it has a measurable inverse), then it is called a
(measurable) conjugacy between S and T .

In the first case we say that (T, µ) is a factor of (S, ν), and in the later we say that the systems
are conjugate or isomorphic.

Observe that if (T, µ) is a factor of an ergodic system then it is ergodic. Conjugacies are simply
measurable change coordinates, and a central problem in ergodic theory is to determine and
characterize isomorphic systems. Most basically, one is interested in the following:

Question. Given (T, µ), (S, ν): are they isomorphic?

The fact that we are allowing measurable conjugacies makes the problem very delicate. For
example, we have seen above that the expanding map T : x → 2x mod 1 with the Lebesgue
measure is isomorphic to the process obtained by flipping a fair coin, although these system look
(in principle) very different.

Question. Are the shifts on Ber(1
2
, 1
2
), Ber(1

3
, 1
3
, 1
3
) isomorphic? What about Ber(1

4
, 1
4
, 1
4
, 1
4
) and

Ber(1
4
, 1
8
, 1
8
, 1
8
, 1
8
)?

The answer to these question will lead us to the famous concept of entropy in Chapter 8.

Let us finish by noting that as byproduct of our discussion we obtained that λ is a ergodic
measure for the expanding map T ; this of course extends vis-a-vis to any expanding linear map
in T by using the appropriate shift space.

In any case, one can prove directly the ergodicity of λ. One possibility is using Fourier analysis
(exercise item 1); here is another (taken from the monograph of Conze and Raugi [7]). Consider
any bounded T -invariant function f : [0, 1) → R and define g(x) =

∫ 1

0
|f(x + t) − f(t)|dt; g is

continuous. Also, note that by periodicity, for every x,

f(x) = f(2nx) = f(2nx+m) = f(x+
m

2n
) ∀m ∈ N∗.

which shows that g vanishes on the dense set of dyadic numbers, and thus is zero everywhere.
On the other hand,∫ 1

0

|f(t)−
∫ 1

0

f(x)dx|dt =
∫ 1

0

|
∫ 1

0

(f(t)− f(x))dx|dt =
∫ 1

0

|
∫ 1

0

(f(t)− f(x))dt|dx

by Fubini

≤
∫ 1

0

g(t)dt = 0⇒ f is constant a.e.
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Example 3.5.1. Let T : x→ 2x mod 1 in T. Since T has an ergodic measure of full support T is
transitive (it has a dense orbit), and thus if f ∈ C(T) is invariant, then it has to be constant. On the
other hand µ =

λ+µ1/3
2

is an non-ergodic, non-atomic invariant measure for T with full support. This
shows that in the definition of ergodicity we cannot replace “every measurable T -invariant function
is constant” by “every continuous T -invariant function is constant”, even for nice measures.

Exercises

1. Use Fourier analysis to show that the Lebesgue measure is ergodic for the expanding linear
map x→ 2x mod 1.

2. Suppose that A ⊂ BM is an algebra and let T : (M,BM, µ) ý be an endomorphism.
Assume that there exists a constant C > 0 such that T−1(B) = B implies

µ(A) · µ(B) ≤ C · µ(A ∩B) ∀A ∈ A

Show that (T, µ) is ergodic.
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CHAPTER 4

Algebraic Systems

The purpose of this chapter is to introduce additional examples where to test the machinery
that we are developing. We’ll discuss automorphisms of the torus first, and then we generalize
to systems coming from Lie groups actions. Their importante is two-fold: on the one hand
these examples are ‘simple’ enough that we can make computations, while on the other they are
versatile and have a broad range of applications, both in ergodic theory and in other subjects.

4.1 Endomorphisms of the Torus

Let Td = Rd/Zd be the d dimensional torus, and denote by π : Rd → Td the projection

π(x) = [x] = x mod Zd.

It is well known (and simple to check) that π is a covering projection, so Rd is the universal cover
of Td.

Recall:. For a manifold (or a CW-complex) M denote by Gp = π1(M, p) the fundamental group of
M at p, and consider the universal covering π : (M̃, p̃)→ (M, p). Then Gp ↷ π−1(p) on the right by

x · g = terminal point of the lift g̃ of g such that g̃(0) = x.

π

p

x

g

~g

47
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If f : M → M is continuous, then for every q̃ ∈ π−1(fp) there exists a unique lifted map
f̃ : (M̃, p̃)→ (M̃, q̃) such that π ◦ f̃ = f ◦π. Denoting by f# : Gp → Gfp the induced action, it holds

∀x ∈ M̃, ∀g ∈ Gp, f̃(x · g) = f̃(x) · f#(g)

Back to Td, consider a continuous function f : Td → Td and let c ∈ [0, 1)d be the unique point
such that π(c) = f(0). By the discussion above there exist a unique lifted map F : Rd → Rd such
that F (0) = c, which we will consider fixed from now on.

Note that π1(Td, 0) ≈ Zd is abelian, hence we can identify canonically ∀x ∈ Td, π1(Td, 0) =
π(Td, x). We further identify π1(Td, 0) = Zd via [ei : [0, 1]→ Td] 7→ (0, · · · , 1, · · · , 0) where

ei(t) = (0, · · · , t, · · · , 0) (in the i’th position).

Using this identification, the action Zd ↷ Td is given by x · n = x+ n mod Zd.
Denote by A := f# : Zd → Zd. Then A is an homomorphism of Zd, and thus its action is given

by a square matrix of integer coefficients. By an usual abuse of language we write A ∈ Matd(Z),
i.e.

A(v) = A · v, v ∈ Zd.

In particular A extends linearly to a map A : Rd → Rd with A(Zd) ⊂ Zd, hence A induces
fA : Td → Td by the formula

fA(x) = [A · x]

Now consider φ : Rd → Rd, φ(x) = F (x)− A · x; then φ(0) = c and for every x ∈ Rd, n ∈ Zd,

φ(x+ n) = F (x+ n)− A · (x+ n) = (F (x) + n)− (A · x+ A · n) = φ(x).

Hence φ is Zd periodic (and in particular, bounded) and

F (x) = A · x+ φ(x).

On the other hand, if F (x) = B · x+ ψ(x) where B ∈ Matd(Z) and ψ is Zd periodic, then for
every x ∈ Rd,

φ(x)− ψ(x) = (A−B) · x

and since the left hand side is bounded, necessarily A = B and then φ = ψ. We have established
the following.

Proposition 4.1.1. If f : Td → Td is continuous then there exists unique A ∈ Matd(Z) and a
Zd-periodic function φ : Rd → Rd such that F (x) = A · x+ φ(x) is a lift of f with F (0) ∈ [0, 1)d.

Remark 4.1.1. If A in the theorem above is invertible (i.e. A ∈ GLd(Z)) then f and fA are
homotopic.

Indeed, using the notation above, the map g = f−1
A f has a lift given by G = Id + A−1φ, and

hence g# = Id : Zd → Zd. Since RN is contractible, all induced actions on the higher homotopy
groups g# : πn(Td, 0)→ πn(Td, g(0)) are also the identity, and thus by the Whitehead theorem g is
homotopic to the identity. We deduce that fA is homotopic to f .
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4.1 Endomorphisms of the Torus 49

Definition 4.1.1.

• End(Td) = {f : Td → Td continuous group homomorphism}

• Aut(Td) = {f ∈ End(Td) : f invertible}

Fix f ∈ End(TN) and note that since π : RN → TN is a (continuous) homomorphism, by
uniqueness F : RN → RN is homomorphism as well. This implies that F (x) = A · x for some
A ∈ Matd(Z) (F preserves Zd) and thus f = fA.

The discussion above implies that there exists a group isomorphism Ψ : Aut(Td)→ GLd(Z)
given by Ψ(fA) = A. If we equip Aut(Td) with the C0 distance and GLN(Z) with the operator
norm (which gives the Euclidean topology on GLN(Z)) then Ψ is an homeomorphism.

4.1.1 Volume element in Td

Consider the constant d -form ω = dx1 ∧ · · · dxd ∈ Ωd(Rd) and note that (obviously) ∀g ∈
Rd, L∗

gω = ω, where Lg denotes the translation by g. In particular

∀x ∈ Rd, ∀n ∈ Zd, ωx+n = ωx

hence ω induces a volume form ω ∈ Ωd(Td).
Let µω be the probability measure on Td induced by this form ω. We claim that µω is invariant

under translations, i.e. ∀g ∈ Td, (Lg)∗µω = µω. To check this we compute

h ∈ C(TN)⇒ (Lg)∗µω(h) = µω(h ◦ Lg) =
∫
TN

h ◦ Lgω =

∫
RN

h ◦ Lg(π(x)) dx1 ∧ · · · dxd

=

∫
Rd

h ◦ π(x+ g) dx1 ∧ · · · dxd since Lg([x]) = [x+ g]

=

∫
RN

h ◦ π(x) dx1 ∧ · · · dxd since the Lebesgue measure is Lg -invariant

= µω(h).

We deduce that µω is the Haar probability measure on Td (see the next Section).

Proposition 4.1.2. It holds deg fA = detA, where deg fA is the topological degree of fA : Td ý.

Proof. The map fA is differentiable, thus f ∗
Aω = deg fA · ω, and since fA = π ◦ A we have

deg fA · ω = f ∗
Aω = (π ◦ A)∗ω = A∗π∗ω = A∗ dx1 ∧ · · · dxd = detA dx1 ∧ · · · dxd.

■

Remark 4.1.2. For every x ∈ Td we can identify TxTd = Rd canonically; in this identification
DxfA = A(Dπ = Id) and thus if A ∈ GLd(Z), then every x ∈ Td is a regular value of fA. We deduce
that fA is | detA|-to-one everywhere.
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4.1.2 Automorphisms of the Torus

Consider A ∈ GLd(Z) and denote its spectrum by sp(A), i.e.

sp(A) = {λ ∈ C : det(A− λId) = 0}.

For λ ∈ sp(A) we consider its generalized eigen-space

EC
λ = {v ∈ Cd : (A− λId)i · v = 0, for some i ∈ N}

and define

Eλ =

{
EC
λ ∩ Rd λ ∈ R

(EC
λ ⊕ EC

λ
) ∩ Rd λ ∈ C.

Now consider

Eu =
⊕
|λ|>1

Eλ

Es =
⊕
|λ|<1

Eλ

Ec =
⊕
|λ|=1

Eλ

By Jordan’s theorem, Rd = Es ⊕ Ec ⊕ Eu.

Remark 4.1.3. Since detA = ±1, either Rd = Ec or Es and Eu are non-trivial.

Definition 4.1.2. We say that A is partially hyperbolic if Es, Eu ̸= {0}, and we say that A is
hyperbolic if Ec = {0}.

Let ϵ > 0 be such that sp(A|Es ⊕ Eu) ∩ {λ ∈ C : 1− ϵ ≤ |λ| ≤ 1 + ϵ} = ∅ and write A in its
canonical Jordan (complex) form

JC
A =

J1 . . .
Jk

 Jj =


λj

. . .
λj

λj

+


0 1

. . . . . .
0 1

0


We start considering the case when JC

A = J (i.e. only one Jordan block) and let {e1, · · · , ed} be
the canonical basis. Then

Je1 = λe1

Je2 = λe2 + e1
...
JeN = λed + ed−1

Now define v1 = e1, v2 = ϵe2, · · · vd = ϵd−1eN : in this basis

J =


λ

. . .
λ

λ

+ ϵ


0 1

. . . . . .
0 1

0
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We can make similar changes of basis for every Jordan block; joining all these bases together we
end up with a basis of Rd. As a consequence of the previous construction we deduce that A is
conjugate to a block matrix

JA =

J1 . . .
Jk

 ( real canonical form)

where each Jj of the form

J =


λ

. . .
λ

λ

+ ϵ


0 1

. . . . . .
0 1

0

 = Dλ + ϵN if λ ∈ R

or

J =

Bλ

. . .
Bλ

+ ϵ


O

[
1 0
0 1

]
. . . . . .

O

[
1 0
0 1

]
O


= Eλ + ϵN ′ if λ ∈ R

where O is the zero two-by-two matrix and Bλ =
[
α −β
β α

]
if λ = α + iβ.

Claim. ∥N∥, ∥N ′∥ ≤ 1 and m(Bλ) = ∥Bλ∥ = |λ|.
The first part is direct; for the second consider v = (v1, v2) ∈ R2 and note

|Bλv| = |λ| · |v|.

From the claim above we deduce ∀v (of the corresponding dimension) it holds

∀n, (|λ| − ϵ)n∥v∥ ≤ ∥Jnv∥ ≤ (|λ|+ ϵ)n∥v∥

and since the action of A on Eλ is conjugate to the action of J (A|Eλ = PJP−1) we finally deduce

Corollary 4.1.3. There exists C > 1 such that for every n ∈ Z, v ∈ Eλ,

1

C
(|λ| − ϵ)n∥v∥ ≤ ∥Anv∥ ≤ C(|λ|+ ϵ)n∥v∥

4.1.3 Linear Anosov diffeomorphisms

From the previous Corollary and by our choice of ϵ are able to deuce

Corollary 4.1.4. Assuming that A is hyperbolic, we have the characterization

Es = {v : ∥Anv∥ −−−−→
n→+∞

0}

Eu = {v : ∥Anv∥ −−−−→
n→−∞

0}
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Proof. In this case Rd = Es ⊕ Eu and for every λ associated to Es, |λ + ϵ|n −−−−→
n→+∞

0, while for

every λ associated to Eu, |λ+ ϵ|n −−−−→
n→−∞

0. From here follows. ■

See the exercises for a characterization of Es, Eu in the partially hyperbolic case.
We fix an hyperbolic matrix A and observe that Es, Eu are (fully) invariant, i.e. A(Es) =

ES, A(Eu) = Eu. Let

W ∗(x) = x+ π(E∗) ∗ = s, u.

and consider the partitions F∗ = {W ∗(x)}x∈Td , ∗ = s, u. Using that π is a (smooth) covering
map it is easy to check that these are foliations of Td called respectively the stable and unstable
foliations of fA. Note also that these are invariant under fA:

fA(W
∗(x)) = W ∗(fA(x)).

FinallyWs,Wu are transverse, meaning that for every x ∈ Td, TxW s(x)⊕ TxW u(x) = Es ⊕Eu =
Rd.

Let us record the following.

Lemma 4.1.5. π|E∗ : Eσ → W ∗(0) is injective.

Proof. Let us work with Es (the arguments for Eu are analogous; alternatively use that Eu
A =

Es
A−1). By the characterization given in corollary 4.1.4 the set Es is an additive subgroup of RN ,

thus it follows that Es ∩ ZN is an A-invariant subgroup of R. Since every vector v ∈ ES satisfies
limnA

nv = 0, necessarily Es ∩ Zd = {0}.
Now if x, y ∈ Es, π(x) = π(y) then x− y ∈ Es ∩ Zd which implies x = y. ■

4.1.4 Periodic points

Suppose that A does not have eigenvalues that are root of the unity and take x ∈ Per(fA). Then
there exists n ∈ Z,m ∈ Zd such that

Anx = x+m ≈ (An − I)x ∈ Zd

Since 1 is not an eingenvalue of An, the matrix An − I is an invertible with integer coefficients,
hence by Cramer’s formula (An − I)−1 ∈ GLd(Q). This implies that x ∈ Qd ∩ Td.

Conversely, consider x = (
p1
q1
, · · · , pN

qN
) ∈ Qd ∩ Td; then by taking common denominator in

the components of x we can write x = 1
q
y where q ∈ Z, y ∈ Zd. Consider

Γq = {
1

q
a : a ∈ Zd}

and note that Γq is a finite (#Γq = qN) subgroup of Td. Since A has integer coefficients it induces
a permutation in Γq, which in turn implies that every element in Γq is periodic. We have shown
the following.

Proposition 4.1.6. Suppose that A does not have any root of the unity as an eigenvalue. Then
Per(fA) = Qd ∩ Td. In particular fA has a dense set of periodic points.

Let us use give an application.
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Proposition 4.1.7. Assume that A is hyperbolic. Then, for every x ∈ Td the leaf W ∗(x) is dense
∗ = s, u. In other words, the foliationsWs,Wu are minimal.

Proof. We’ll show first that A = cl(W u(0)) = Td; it suffices to show that A is open. To check this
take y ∈ A and consider a small open neighborhood U of y. Using thatWs,Wu are transverse
foliations one deduces that there exists ϵ > 0 such that

dTd(x, y) < ϵ⇒ #W s(x, ϵ) ∩W u(y, ϵ) = 1

where W s(x, ϵ) = x+ π(Ds(0, ϵ)),W u(y, ϵ) = y + π(Du(0, ϵ)) are local plaques. The diameter of
U is chosen to be much smaller than ϵ.

Now take p ∈ U periodic point of period m (fmA (p) = p) and define zn = fnmA (z). By invariance
zn ∈ W s(fnmA (p)) ∩W u(fnmA (0)) = W s(p) ∩W u(o) and the distance d(zn, p) converges to zero
as n → ∞, by corollary 4.1.4. We deduce that p ∈ A. This way we have shown that every
periodic point in U is also contained in A. Hence by using density of the periodic points,
U ⊂ cl(U) ⊂ cl(A) = A and A is open.

Finally, for every x ∈ TN we have W u(x) = x +W u(0), which implies that Wu is minimal.
Similarly,Ws is minimal. ■

4.1.5 Ergodicity of Toral Automorphisms

In this part we fix fA ∈ Aut(Td) and denote by µ = µω its Haar probability measure. For k ∈ Zd
we denote by ek : Td → S1 the map

ek(x) = exp(2πi⟨k, x⟩).

Each ek is a character (i.e. a continuous homomorphism into S1). We denote

(Td)∗ = {χ : Td → S1 continuous homomorphism}

Clearly (Td)∗ is a group under pointwise multiplication.

Remark 4.1.4. (Td)∗ is isomorphic to Zd; the only continuous (in fact, measurable) characters are
the ek.

Proof. Let χ1, χ2 ∈ T̂d, χ1 ̸= χ2. We claim first that χ1 ⊥ χ2 in L2(Td): indeed

⟨χ1, χ2⟩ =
∫
Td

χ1(x) · χ2(x) dx =

∫
Td

χ1(x+ y) · χ2(x+ y) dx ∀y ∈ Td

= χ1(y) · χ2(y)⟨χ1, χ2⟩

Note χ1(x) · χ2(x) = χ2(y)
χ1(y)

, so taking y such that χ1(y) ̸= χ2(y) we obtain that necessarily
⟨χ1, χ2⟩ = 0.

Now given χ ∈ (Td)∗, by taking its Fourier expansion we deduce that χ = ek µ - a.e. for some
k ∈ Zd. Since χ, ek are continuous, they coincide everywhere and χ = ek. ■
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By the Stone-Weierstrass theorem, spanC{ek}k∈Zd is dense in C(Td). The map fA induces
f ∗
A : (Td)∗ ý by requiring f ∗

A(ek) = ek ◦ fA, ∀k. We compute

ek(fA(x)) = ek(A · x) since ek ◦ π = ek

exp(2πi⟨k,Ax⟩) = exp(2πi⟨A∗k, x⟩) = eA∗k(x)

hence under the isomorphism (Td)∗ ≈ Zd the map f̂A is given by f ∗
A = A∗(= AT ) : Zd → Zd. We

remind the reader that sp(A∗) = sp(A).
Now take ϕ ∈ L2(Td) an fA invariant function and proceed as in the first proof of the

ergodicity for the irrational rotation, namely

ϕ(x)
L2

=
∑
k∈ZN

akek(x)

ϕ(fA(x))
L2

=
∑
k∈ZN

akeA∗k(x)

and hence by uniqueness of the Fourier coefficients, for every k ∈ ZN it holds ak = aA∗k. Fix k
and use the previous equality to deduce |ak| = |aA∗k| = · · · = |a(A∗)nk| = · · · for every n ∈ Z: by
Bessel’s inequality

∞∑
n=−∞

|a(A∗)nk|2 ≤ ∥ϕ∥L2 <∞.

There are two possibilities for k ̸= 0:

1. ∃n ≥ 1 such that (A∗)nk = k.

2. ak = 0.

In the first case 1 ∈ sp(A∗)n) = sp(An) = {λn : λ ∈ sp(A)}, and thus there exists λ ∈ sp(A) that
is root of the unity; if this doesn’t happen then necessarily we are in the second case for every
k ̸= 0 and ϕ is constant - a.e.

Proposition 4.1.8. The following are equivalent.

1. fA is ergodic with respect to the Haar measure.

2. The eigenvalues of A are not roots of the unity.

3. For every k ̸= 0 the orbit {Ânk}n∈Z is unbounded.

Proof.

1)⇒ 2) Suppose that ∃λ ∈ sp(A) such that λp = 1 for some p ≥ 1. Note that B = Ap− I ∈ MatN(Z)
is not invertible, thus detB = 0 which implies that B : ZN → ZN is not injective. We
deduce that there exists k ∈ ZN \ {0} such that A0k = k. Define

ϕ(x) = ek(x) + eÂk(x) + · · · eÂp−1k(x)

and note that ϕ is measurable and fA invariant, while not constant. Thus fA is not ergodic.

2)⇒ 1) Follows from the discussion before the Proposition.
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2)⇔ 1) Clear.

■

Example 4.1.1. Consider the matrix

A =


0 0 0 −1
0 1 0 8
0 0 1 −6
0 0 1 8


Then A ∈ SL4(Z) and its characteristic polynomial is pA(t) = t4 − 8t3 + 6t2 − 8t + 1. We seek the
roots of pA(t): since pA(0) ̸= 0 we can write

pA(t) = 0⇔ t2 − 8t+ 6− 8

t
+

1

t2
= 0⇔ (t+

1

t
)2 − 8(t+

1

t
) + 4 = 0

From here (after some simple computations) one verifies that sp(A) = {λu, λs, λ1, λ2} where |λu| >
1, |λs| < 1, |λ1| = |λ2| = 1. Furthermore λ1, λ2 = λ1 are not roots of the unity (Arg(λ1) ∈ R \Q). It
then follows that A is a partially hyperbolic; note that A|Ec is simply an (irrational) rotation, in
particular an isometry. We thus deduce that fA is an ergodic automorphism that is not Anosov. The
following theorem is much harder to prove.

Theorem 4.1.9 (F. Rodriguez-Hertz 2005). There exists U ⊂ Diff22(T4) open neighborhood of fA
such that if g ∈ U and g preserves volume, then g is ergodic.

Now suppose that fA is an ergodic automorphism. We claim that A is partially hyperbolic:
to see this suppose that Es = {0} = Eu, and therefore sp(A) ⊂ S1. The next algebraic Lemma
finishes the argument.

Lemma 4.1.10 (Kronocker). If A ∈ GLd(Z) is such that1 sp(A) ⊂ D then every λ ∈ sp(A) is a root
of the unity.

Proof. We’ll give two proofs. Write sp(A) = {λ1, · · · , λd}.
1st proof: For every n ∈ N, tr(An) =

∑N
j=1 λ

n
j ∈ Z. Using compactness of (S1)d and since

λ ∈ sp(A)⇔ λ = 1
λ
∈ sp(A) we deduce the existence of a sequence (nl)l such that

(λnl
1 , · · · , λ

nl
N )→ (1, . . . , 1).

It follows that tr(Anl) = λnl
1 + · · ·+ λnl

N −−−→
l→∞

N , and since (tr(Anl))l ⊂ Z, for large l necessarily

λnl
1 + · · ·+ λnl

N = N . Using that each λnl
j has norm less than equal to 1 we finally get that λnl

j = 1,
for j = 1, . . . , N .

2nd proof: Consider the set of characteristic polynomials Pol= {pAn(t) : n ∈ N} ⊂ Z[t]. The
coefficients of an element in Pol are obtained by applying the symmetric functions (of degree
less than equal to N) on its roots, i.e. on the set Root= {λnj : n ∈ N, j = 1, . . . , N}. Since we
are assuming Root⊂ {z ∈ C : |z| ≤ 1} we deduce that the coefficients of the elements in Pol

1D = {z ∈ C : |z| < 1}
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are bounded integers, and thus Pol is finite. This in turn implies that Root is finite, hence for
every j there exists n ≤ m such that

λnj = λmj ⇒ λm−n
j = 1

and λj is a root of the unity. ■

Assume now that fA ∈ Aut(Td) is ergodic (hence A is partially hyperbolic) and consider the
(non-trivial) decomposition RN = Es ⊕ Ec ⊕ Eu. Denote by Esu = Es ⊕ Eu and argue as in the
hyperbolic case to deduce that F su = {W us(x) = x+ π(Esu)}x∈Td is a foliation on Td.

Claim. W su is minimal

Proof. Since W us(x) = x +W us(0), it suffices to show that E = cl(W us(0)) is equal to TN . By
the characterization of Es, Eu, Ec given in the exercises one deduces that E is a subgroup of TN .
Since compact connected subgroups of TN are known to be torii, we deduce that E is a sub-torus
of TN . By the form of lattices in RN , the above implies that there exists B = {v1, · · · , vr} basis of
E consisting of integer vectors, i.e.

E = π(spanR{v1, · · · , vr})

Note also hat E is fA invariant, hence spanR{v1, · · · , vr} is A-invariant. Using Gaussian elimina-
tion we thus obtain T, P ∈ GLd(Z) such that

T = PAP−1 =

[
F G
O H

]
where F ≈ A|E. Since sp(T ) = sp(A), T does not have any root of the unity as an eigenvalue.
This implies that H is not present in the decomposition, because H is an integer invertible
matrix that has all its eigenvalues of norm = 1, and therefore has eigenvalues root of the unity if
non-trivial. We deduce that T = F , and thus E = Td. ■

Using the above claim is not too hard to show (exercise 1) the following.

Corollary 4.1.11. Let X ⊂ Td be a measurable set that is union of leaves of F su. Then µ(X) ∈
{0, 1}.

4.2 Lie Group Actions

Now we discuss Lie Group actions on nice (homogeneous) spaces. In principle, in this course we
are interested only of actions of R or Z, but sometimes these appear as part of a larger action
G ↷ M (if g ∈ G we ccan consider the cyclic group < g > acting on M), which gives a more
solid framework. This part will also serve as an introduction to Ergodic Theory for more general
groups; as reader can guess however, this a huge topic and here we’ll only scratch the surface.
Conventions. If G is a group then H < G means that H is a subgroup of G. The indentity
element of G will be denoted by 1 or 1G. For g ∈ G we denote by Lg, Rg : G ý the maps
given by left and right multiplication by g respectively; however if there is no risk of confusion
we’ll write Lg(g′) = gg′, Rg(g

′) = g′g. Furthermore, if X is a space then G ↷ X could mean
either a left or a right action. In the case where G is a Lie group and X is a differentiable
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manifold, the notation G↷ X in this part means that G acts by diffeomorphisms and that the
map G×X ∋ (g, x) 7→ gx ∈ X is continuous.

Consider a Lie group G and Γ < G a discrete subgroup. Then Γ ↷ G by left multiplication,
and we can construct the orbit space

X = Γ\G = {x = Γg : g ∈ G}

We equip X with the quotient topology and denote by π : G→ X. The following is standard (see
the Appendix).

Proposition 4.2.1. The map π is a covering map2, and hence X inherits the smooth structure from
G.

Note that for any g ∈ G the map Rg descends to a diffeomorphism Rg : X → X. With this it
follows that any subgroup of G induces dynamics on X: if H < G we have a left action H ↷ X
given by

h · Γg = Γgh−1 (∼ h · x = Rh−1(x))

which the reader can verify to be continuous. Natural questions would be then:

• what do H-orbits look like?

• What are the H-invariant measures?

Remark 4.2.1. The first (type of) question doesn’t appear in the classical setting: orbits are either
points, circles or lines (the last two possibilities appear only if G = R). In general however, there are
many possibilities for the orbits G · x (≈ G/stab(x)), particularly if G is large.

4.2.1 Haar Measures

Denote by Rad(X) the Radon measures on X, and recall that we are denoting by M(X) the set
or finite Borel measures on X. We’ll now generalize the notion of invariant measure an ergodic
measure.

Definition 4.2.1. Let µ ∈M(X).

1. µ is H-invariant if for every h ∈ H,Rhµ = µ. We denote RadH(X) the set of H-invariant
measures.

2. µ is H-quasi invariant if for every h ∈ H,Rhµ ∼ µ.

Note that we are not insisting that invariant are finite when talking about group actions.
We have the following useful lemma (see the exercises):

Lemma 4.2.2. The measure µ ∈ RadH(X) is ergodic if and only if for every measurable function
f ∈ Fun(X) satisfying

∀h ∈ H, f(h · x) = f(x) µ - a.e.(x) (4.1)

we have that f is constant - a.e..
2In fact π : G→ X is principal Γ-bundle
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Functions satisfying the previous equation are (understandably) said to be H-invariant.

Definition 4.2.2. An inviariant positive measure µ ∈ RadG(G) is called a (right) Haar measure.

Theorem 4.2.3. For any Lie group G there exists a measure µG such that

RadG(G) = {λµG : λ > 0}.

Proof. Existence of µG is easy. Take any inner product ⟨·, ·⟩1 : T1G× T1G→ R and define

v, w ∈ TgG⇒ ⟨v, w⟩g := ⟨DRg−1|gv,DRg−1|gw⟩1.

It is an exercise to verify that {⟨·, ·⟩g}g∈G defines an invariant Riemannian metric on G, and thus
the volume form µG associated to this metric is invariant by right translations, hence a (right)
Haar measure. Note that the distance function induced by this metric is right invariant, and in
particular

B(g, r) = Rg(B(1, r)) (4.2)

Now we will establish that any other (right) Haar measure ν differs from µG by a positive
constant. To do so we will prove that

• ν is absolutely continuous with respect to µG.

• The Radon-Nikodym derivative dν
dµG

is µG - a.e. constant.

Observe that after we have established the absolute continuity, the second part follows from
Lebesgue differentiation Theorem (applied to µG!): for µG - a.e.(g) we obtain

dν

dµG
(g) = lim

r 7→0

1

µG(Br(g))

∫
Br(g)

dν

dµG
dµG = lim

r 7→0

ν(Br(g))

µG(Br(g))
= lim

r 7→0

ν(Br(1))

µG(Br(1))

where in the last equality we have used eq. (4.2) and the invariance of ν, µG.
The previous discussion also gives us a lead on how we establish absolute continuity. For

g ∈ G define

ϕ(g) := lim sup
r 7→0

ν(Br(g))

µG(Br(g))
= lim sup

r 7→0

ν(Br(1))

µG(Br(1))
.

As Haar measures cannot have atoms, ν({1}) = 0, and hence there exists R > 0 such that for
every 0 < r ≤ R we have ν(Br(1)) <∞.
Claim: ϕ(g) ≤ ν(BR(1))

µG(BR(1))

To see this take a decreasing sequence (rn) such that for every g ∈ G we have

ϕ(g) = lim
n7→∞

ν(Brn(g))

µG(Brn(g))
= lim

n 7→∞

ν(Brn(1))

µG(Brn(1))
= a.

Suppose first that a <∞ and fix δ > 0. Consider the family

F = {Brn(g) : Brn(g) ⊂ Brn(1),
ν(Brn(g))

µG(Brn(g))
> a− δ}.
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By Vitali’s covering lemma there exists a disjoint countable family {Bm}m ⊂ F such that
µG(BR(1) \

⋃
mBm) = 0. Hence

ν(BR(1)) ≥
∑
m

ν(Bm) ≥ (a− δ)µG(BR(1))

which implies the claim if a is finite. If a =∞ we substitute a− δ by M with M arbitrarily large
and reach by contradiction that ν(BR(1)) = +∞.

The claim readily implies that ν << µG: if µG(A) = 0 take ϵ > 0 and choose balls C1, C2, . . .
of of sufficiently small radius and such that

• A ⊂ ∪iCi.

•
∑

i µG(Ci) < ϵ.

Then

ν(A) ≤
∑
i

ν(Ci) ≤
ν(BR(1))

µG(BR(1))
ϵ −−→
ϵ7→0

0.

■

The proof of the previous Theorem uses an useful fact about Lie groups which we record here.

Lemma 4.2.4. If G is a Lie group then there exists right and left invariant metrics dlG, d
r
G compatible

with the underlying topology.

Convention. Unless otherwise specified, from now on we will assume that G is equipped with a
left invariant metric dG = dlG.

Remark 4.2.2. Observe that the left action G↷ G that we are considering is

g 7→ Rg−1 .

and hence µ is a right Haar measure if it is invariant under this action. Likewise we define a left
Haar measure as a measure invariant under the (left again) action

g 7→ Lg.

Take µ ∈ RadG(G), g ∈ G and observe that gµ ∈ RadG(G), hence there exists ∆(g) ∈ R+

such that gµ = ∆(g)µ. One readily verifies that ∆(g) does not depend on µ, and that the function
∆ : G→ R+ defines a continuous homomorphism.

Definition 4.2.3. The function ∆ is the modular function of G. The group G is unimodular if
∆ ≡ 1.

In other words, G is unimodular if any left Haar measure is also a right Haar measure, and
viceversa.

Example 4.2.1.

1. The group (Rn,+) is unimodular (the Haar measure is just the Lebesgue measure). More
generally, any Abelian Lie group is unimodular.
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2. If G is compact, then G is unimodular. This follows since ∆(G) is a compact subgroup of
(R+, ∗), hence ∆(G) = {1}.

3. Consider the (orientation preserving) affine group of R, namely

G =

{[
a b
0 1

]
: a ∈ R+, b ∈ R

}
≈ {(a, b) : a ∈ R+, b ∈ R}

with the product (a, b) · (c, d) = (ac, ad+ b). We claim that the measure dµ =
da · db
a

is right
invariant. To check this, we consider f ∈ Cc(M)G and show that for every g ∈ G we have∫

f(Xg) dµ(X) =

∫
f(X) dµ(X). (4.3)

Write X = (x, y), g = (h, k) and denote by πx : G→ R the projection in the first coordinate.
Then, by the change of variables Theorem∫

f(Rg(X))
dx dy

πx(X)
=

∫
f(X)

πx(Rg−1(X))
j(X) dx dy (4.4)

where j(X) denotes the Jacobian of Rg−1 at X. We compute g−1 = (h−1,−h−1k) and thus
Rg−1(x, y) = (xh−1,−xh−1k + y), which in turn implies

DRg−1|X =

[
h−1 −h−1k
0 1

]
⇒ j(X) = h−1. (4.5)

Substituting the values of j(X) and πx(Rg−1(X)) = xh−1 in eq. (4.4), we verify eq. (4.3) and
hence right invariance of µ.

Similarly, Lg−1 = (h−1x, h−1y − h−1k), its jacobian is ĵ(X) = (h−1)2 and πx(Lg−1(X))) =
xh−1, and thus∫

f(gX) dµ(X) =

∫
f(X)h−1 dµ(X). (4.6)

We conclude that G is not unimodular. Note that ∆(g) = h−1.

Remark 4.2.3. If µ ∈ RadG(G) then ν = 1
∆
µ is left invariant.

4.2.2 Haar measure on homogeneous spaces and Lattices

We return to the setting where G is a Lie group, Γ < G discrete and X = Γ\G.

Definition 4.2.4. Measures µX ∈ RadG(X) is called a Haar measures on X.

For general homogeneous spaces we cannot guarantee the existence of Haar measures.
However, we have the following.

Theorem 4.2.5.

1. If RadG(X) ̸= ∅ then RadG(X) = {λµX : λ > 0} for some measure µX .
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2. The set RadG(X) is non-empty if and only if ∆|Γ = 1.

Example 4.2.2. Let G be the affine group of R discussed before, and consider the discrete subgroup

Γ =

{[
en 0
0 1

]
: n ∈ Z

}
.

Then ∆
(
[ e

n 0
0 1 ]

)
= e−n, and thus ∆|Γ ̸= 1. We conclude that X = Γ\G does not have any Haar

measure.

Definition 4.2.5. A discrete subgroup of a Lie group Γ < G is a lattice if X = Γ\G carries a
(necessarily unique) Haar probability µX . If furthermore the space X is compact, then the lattice Γ
is said to be co-compact.

Not every Lie group admits lattices. In fact we have the following:

Proposition 4.2.6. If Γ < G is a lattice then G is unimodular.

Proof. By theorem 4.2.5 ∆|Γ = 1, hence there exist a continuous map ϕ : X → R>0 such that
∆ = ϕ ◦ πX . The probability ν = ϕ∗µX is invariant under the subgroup ∆(G), and this readily
implies that ∆(G) = {1}. ■

The converse of this Proposition (unimodular Lie groups admit lattices) is (as far as I know)
still open. However we have the following

Theorem 4.2.7 (A. Borel). IfG is a linear semi-simple unimodular group, thenG admits co-compact
and non co-compact lattices.

Example 4.2.3.

1. The affine group of R is not unimodular, hence it does not admit any lattice. Observe that it
does have non-trivial discrete subgroups.

2. The subgroup SLn(Z) < SLn(R) is a (non co-compact) lattice (c.f. [Lattices], hence SLn(R) is
unimodular. See also exercise

When n = 2 the depicted shaded region in figure 4.1 is a fundamental domain for the
action of SL2(Z) ↷ SL2(R), where the identification of the borders is achieved by the maps
z 7→ −1/z, z 7→ z + 1. The resulting homogeneous space X = SL2(Z)\SL2(R) is called the
modular surface.

The measure of X corresponds to the measure dµ = dx∧dy
y2

(see the end of Section 4.3.2).

4.3 Dynamics of the geodesic and horocyclic flow on PSl2(R)

We’ll present now concrete examples of homogeneous dynamics. To do so we’ll recall some basic
facts of hyperbolic geometry.
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1/2-1/2-1 1

z -1/z

z z+1

Figure 4.1: Fundamental domain for the modular surface.

We will work with the upper-half plane H = {z ∈ C : Im(z) > 0} equipped with the hyperbolic
metric

ds2H =
| dz|

(Im(z))2

and with the Poincaré disc D = {z : |z| < 1} with its corresponding hyperbolic metric

ds2D =
2| dz|
1− |z|2

.

The (inverse of the) Cayley-transform T : D → H, T (z) = i1+z
1−z is a bi-holomorphism, and it is

easy to check that T ∗ ds2H = ds2D. Therefore, the surfaces (H, ds2H) are holomorphically isomorphic
(conformally equivalent), and thus we can use the models interchangeably. For example, using
the disc model one checks without any trouble that this is a complete surface of constant sectional
curvature Kg = −1.

Let us recall the following.

Theorem 4.3.1 (Schwartz-Pick Lemma). If f : D→ D is holomorphic and z ∈ D, then

|f ′(z)| ≤ 1− |f(z)|2

1− |z|2
.

Equality implies that f is Möbius.

Here are two direct consequences.

1. If f : D → D is holomorphic (f ∈ H(D)) then it is a weak contraction of the hyperbolic
metric:

∀z, w ∈ D dD(fz, fw) ≤ dD(z, w)

Equality at some z ̸= w implies that f is a Möbius transformation.
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2. Every element in Aut(D) = {f : D ý: f bi-holomorphic} is a Möbius transformation.
Indeed, take any z ̸= w ∈ D and note

dD(z, w) = dD(f(f
−1z), f(f−1w)) ≤ dD(f

−1z, f−1w)) ≤ dD(z, w),

therefore we have equality and by the previous part f is Möbius.

Denote the set of Möbius transformations by Mob. Since the Cayley transform is also a
Möbius transformation we deduce.

Lemma 4.3.2. Aut(H) ⊂Mob.

Now we use the upper-half space model. Given a 2 × 2 (complex) matrix A =

[
a b
c d

]
, it

defines the transformation MA : C ý given by

MA(z) =
az + b

cz + d
.

The condition for MA to be non-constant is precisely det(A) ̸= 0: in this case MA ∈ Mob.
Multiplying the coefficients of A by a non-zero complex number yields the same MA, hence we
can assume det(A) = 1, i.e. A ∈ Sl2(C). This way we have a map Γ : Sl2(C)→Mob which by
direct computation it is verified to be a surjective group homomorphism. As ker(Γ) = {±Id}, we
can identify

Mob = Sl2(C)/{±Id}

Definition 4.3.1. The special complex projective group is

PSl2(C) := Sl2(C)/{±Id}.

The special real projective group is

PSl2(R) := Sl2(R)/{±Id}

Remark 4.3.1. Why “projective”? The Riemann sphere can be identified with the complex projective
line PC1 with the identification

φ : PC1 → Ĉ [z : w]→ z

w
.

If MA ∈Mob it induces the projective transformation M̃A : PC1 ý

[z : w]→ [az + b : cz + d].

It is well known that Möbius transformations preserve the set of lines and circles in C, and
that they are fully determined by their action on three distinct points (infinity allowed). With
these facts is not hard to prove the following.

Lemma 4.3.3. A ∈ PSl2(C) preserves H iff A ∈ PSl2(R).

In virtue of lemma 4.3.2 we then have:
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Proposition 4.3.4. PSl2(R) = Aut(H).

For A = [ a bc d ] ∈ PSl2(R) we note

M ′
A(z) =

1
(cz+d)2

Im(MA(z)) =
Im(z)
|cz+d|2

}
⇒M∗

A ds
2
H = ds2H.

In other words PSl2(R) ⊂ Isom+(H, ds2H), the set of orientation preserving isometries of the
hyperbolic plane. In fact these two sets coincide.

Theorem 4.3.5. PSl2(R) = Isom+(H, ds2H)

Proof. Let f ∈ Isom+(H, ds2H), z ∈ H and define A := jacobian matrix of f at z. Comparing with

the usual inner product one checks that
√

Im(z)
Im(fz)

· A is an orthogonal matrix (with determinant

one), and thus if of the form
[
cos θ − sin θ
sin θ cos θ

]
. From here we deduce that f satisfies the Cauchy-

Riemann equations, which implies that f is holomorphic. By proposition 4.3.4, f ∈ PSl2(R). ■

Remark 4.3.2. It follows that the complete isometry group Isom(H, ds2H) is generated by {PSl2(R),−z̄},
for if f is an orientation reversing isometry, then −f̄ ∈ PSl2(R).

4.3.1 Geodesics in H and D
We start with the following definition:

Definition 4.3.2. A non-euclidean line is either

1. A vertical semi-line in H perpendicular to the x-axis, or

2. a semi-circle in H with center in the x-axis.

The set of non-euclidean lines will be denoted by Nhyp.

r

l l r

Figure 4.2: Possible non-euclidean lines.

It follows that Nhyp is invariant by the elements of PSl2(R), and the natural action PSl2(R) ↷
Nhyp is transitive.
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Notation. For z ∈ H, v ∈ C(≈ TzH) we will denote by γz,v the geodesic such that γz,v(0) =
z, γ′z,v(0) = v. For a non-euclidean line L the points l(L), r(l) are defined in fig. 4.3.

It is an exercise to show that the curve t→ et · i minimizes the distance between points in the
y-axis, and thus

γi,i = eti.

We now can use the action PSl2(R) ↷ Nhyp and conclude, using theorem 4.3.5, that Nhyp ⊂
{traces of geodesics of H}. In fact, those sets are equal.

Theorem 4.3.6. Nhyp = {traces of geodesics of H}.

Proof. It is no loss of generality to restrict ourselves to geodesics γp,v with |v| = 1. Take one
of such geodesics and consider the non-euclidean line L passing through p and tangent to v.
Observe that L is well defined: if v is vertical this is obvious, otherwise consider the straight line
which passes through p and is perpendicular to v, and let O be the point of intersection of this
line with the x-axis. The semicircle centered at O with radius |O − p| is the aforementioned L.

r

l l r

Figure 4.3: Possible non-euclidean lines.

Consider the Möbius transformation M−1 sending l(L) 7→ 0, p 7→ i, r(l)→∞; necessarily M−1

sends L to the vertical axis, whereas M−1(R) is a line passing trough 0 that is perpendicular to
o⃗y. It follows that M−1(R) = R and M =MA for some A ∈ PSl2(R).

We know that M is an isometry by theorem 4.3.5, and in particular M(γi,i) is the geodesic
passing through p with tangent vector M ′(p). But note that M(γi,i) is a parametrization of L (with
unit speed), hence M ′(p) is the tangent to L at z, i.e. M ′(p) = v. This shows that M(γi,i) = γz,p,
and in particular γz,p is a parametrization of L. ■

During the proof of the previous theorem we have also shown that the action PSl2(R) ↷
T1H = H× S1 given by

A · (z, v) = (MA(z),M
′
A(z)v)

is transitive. We readily compute the stabilizer of (i, i):

1. ai+b
ci+d

= i⇒ a = d, b = −c.
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2. 1
(ci+d)2

i = i⇒ −c2 + d2 + 2cdi = 1⇒ a2 − b2 = 1, ab = 0.

Thus b = c = 0, a = d = 1, and the stabilizer is just the identity. By the orbit-stabilizer theorem
we conclude.

Proposition 4.3.7. There exists a smooth PSl2(R) -equivariant3 identification T1H ≈ PSl2(R). A
point (z, v) ∈ T1H is identified with the matrix A such that MA(i) = z,M ′

A(i) = v.

We conclude this part obtaining the corresponding geodesic flow in PSl2(R). Note that

(γi,i(t), γ
′
i,i(t)) = (iet, iet) =

[
et/2 0
0 e−t/2

]
∗
[
i
i

]
(the ∗ denotes action) and moreover, if A∗ (i, i) = (z, v) then A∗ (γi,i(t), γ′i,i(t)) = (γz,w(t), γ

′
z,w(t)).

Thus

(γz,w(t), γ
′
z,w(t)) = A

[
et/2 0
0 e−t/2

]
∗
[
i
i

]
.

We conclude:

Lemma 4.3.8. Under the identification PSl2(R) ∼ T1H the geodesic flow is given by

gt(A) = A

[
et/2 0
0 e−t/2

]
.

Horocycle flow There are two other important flows related to gt, which we now describe. For
(z, v) ∈ T1H we define its stable and the unstable sets as

W s(z, v) = {(z′, v′) : lim
t7→∞

dH(gt(z, v), gt(z
′, v′)) = 0}

W u(z, v) = {(z′, v′) : lim
t7→−∞

dH(gt(z, v), gt(z
′, v′)) = 0}.

The stable and unstable horospheres are the projection of the corresponding stable/unstable set
on H. From the fact that PSl2(R) ↷ T1H by (essentially all the) isometries we get:

Lemma 4.3.9. The action PSl2(R) ↷ T1H permutes stable (unstable) sets.

To determine all (un)stable sets it suffices then to find the (un)stable sets of one particular
point and apply the action.

(Un)Stable sets of (i, i): We start with the stable set. Note that if (z, v) ∈ W s(i, i) then
necessarily v is vertical and pointing to ∞. Moreover gt preserves the distance in the vertical
(flow) direction, so Im(z) = 1. This implies that (z, v) = (x+ i, i), x ∈ R. On the other hand, all
such points are in W s(i, i), i.e.

W s(i, i) = {(x+ i, i), x ∈ R}.

The corresponding stable horosphere is just the horizontal line passing through i. To find
the unstable set, we note that the Möbius transformation ϕ(z) = −1

z
preserves the vertical line

through i but reverses its orientation. Thus we get that

W u(i, i) = ϕ(W s(i, i)) = T1C
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i
Figure 4.4: Horospheres of i.

where C is the circle x2 + (y − 1
2
)2 = 1

4
.

It is now easy to find all the stable-unstable sets: we just need to apply the action of PSl2(R).
We then see that the stable horosphere of (z, v) is either

• a horizontal line passing through z is v is vertical and points to∞, or

• a circle containing z tangent to R in l or r (depending on whether v points to l or r)
and perpendicular to v. Note that in this case the center of the horosphere is uniquely
determined as the intersection point of the vertical line through the point of tangency with
R and the line {z + λv : λ ∈ R}.

The unstable sets (horospheres) can be characterized analogously. Do it as an exercise.

Figure 4.5: A stable horosphere corresponds to several geodesics.

We will suppose that (un-)stable sets are oriented with the usual conventions, namely:

• for a horizontal line the positive direction is left to right and normal vectors are positively
oriented if they point up (i.e. to∞).

• For a circle the positive direction is counter-clockwise and normal vectors are positively
oriented if they point towards its center.

Note that this choice of orientation is consistent with the PSl2(R) action. We parametrize the
horospheres with unit speed.

3Thus, the action PSl2(R) ↷ T1H corresponds to left matrix multiplication.
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Definition 4.3.3. The stable horocycle flow is the flow (ut)t : T1H→ T1H defined by

ut(z, v) =parallel transport of v along its stable horosphere to the point
at distance t of z.

The unstable flow (vt)t : T1H→ T1H is defined similarly.

Remark 4.3.3. The use of ut for denoting the stable horocycle flow is traditional, and I won’t dare
to change it here. Hopefully also, there won’t be any confusion with vt (unstable horocycle flow) and
v (unit vector).

Note that

vt(z, v) = −u−t(z,−v). (4.7)

Lemma 4.3.10. Under the identification PSl2(R) ≈ T1H the horoycle flows are given by

ut(A) = A ∗
[
1 t
0 1

]
;

vt(A) = A ∗
[
1 1
t 1

]
.

Proof. We proceed as in the proof of lemma 4.3.8. Note that

ut(i, i) = (i+ t, i) =

[
1 t
0 1

]
∗ (i, i)

which implies the first part of the Lemma. For the second part, observe that the matrix

J =

[
0 −1
1 0

]
satisfies J ∗ (i, i) = (i,−i). It follows that if (z, v) = A ∗ (i, i) then −(z, v) = (z,−v) = AJ ∗ (i, i).
Using equation (4.7) and the first part, we finally get

vt(z, v) = −u−t(z,−v) = −
(
AJ

[
1 t
0 1

]
∗ (i, i)

)
= AJ

[
1 t
0 1

]
J ∗ (i, i) = A

[
1 0
t 1

]
∗ (i, i).

■

(z,v)
(z,v)

(z,v)

u
vt

t
Figure 4.6: The stable and unstable horocycle flows.
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4.3.2 Further properties of the geodesic and horocyclic flows.

In the previous section we have seen that gt, ut, vt are “algebraic flows” on PSl2(R): their action
is just multiplying on the right by an appropriate matrix. We will exploit this here to obtain
interesting consequences. We start noticing the following lemma, whose proof is a simple matrix
computation.

Lemma 4.3.11. For all t, r we have

gt ◦ ur = ue−tr ◦ gt (4.8)
gt ◦ vr = vetr ◦ gt (4.9)

Corollary 4.3.12. For any r fixed

lim
t7→+∞

gt ◦ ur ◦ g−t =Id (4.10)

lim
t7→−∞

gt ◦ vr ◦ g−t =Id. (4.11)

i.e. the geodesic flow renormalizes the horocycle flows, and the speed of renormalization is exponential

Consider the following 1 -parameter subgroups of Sl2(R),

G := {gt(I)}t =
{[

et/2 0
0 e−t/2

]
: t ∈ R

}
(4.12)

U := {ut(I)}t =
{[

1 t
0 1

]
: t ∈ R

}
(4.13)

V := {vt(I)}t =
{[

1 0
t 1

]
: t ∈ R

}
(4.14)

and their corresponding Lie algebras,

g := span

{
Xg :=

[
1/2 0
0 −1/2

]}
(4.15)

u := span

{
Xu :=

[
0 1
0 0

]}
(4.16)

v := span

{
Xv :=

[
0 0
1 0

]}
. (4.17)

By a (hopefully) harmless abuse of language we will also consider G,U, V as subgroups of
PSl2(R).

We can use equations (4.8),(4.9) to deduce

∥Dgt(α)∥ = e−t∥α∥ α ∈ u

∥Dgt(β)∥ = et∥β∥ β ∈ v

Note that TPSl2(R) = PSl2(R) × R3 (any Lie group is parallelizable) and using the (obvious)
identification R3 = u⊕ g⊕ v, we get:

Lemma 4.3.13. The geodesic flow is hyperbolic.
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Remark 4.3.4. Observe that PSl2(R) is not a closed manifold; however the extension of the concept
“hyperbolic flow” to open manifolds is pretty straightforward (albeit, maybe not standard).

We will now stablish a simple but very useful (and conceptually important) decomposition of
Sl2(R).

Proposition 4.3.14. The group Sl2(R) (PSl2(R)) is generated by the subgroups U, V .

Proof. Fix A ∈ Sl2(R). Observe that multiplication on the left (right) by elements of U ∪ V
corresponds to elementary row (column) operations. Hence there exist X1, . . . , Xm, Y1, . . . Yn
elements of U ∪ V and d ̸= 0 such that

X1 · · ·Xm · A · Y1 · · ·Yn =

(
d 0
0 1/d

)
.

It suffices then to observe that[
1 1
0 1

] [
1 0

d− 1 1

] [
1 −1/d
0 1

] [
1 0

1/d− 1 1

]
=

[
d 0
0 1/d

]
.

■

Corollary 4.3.15. For any A,B ∈ PSl2(R) there exists a path consisting of stable-unstable segments
joining them, meaning: ∃ C1, . . . , Ck ∈ U ∪ V such that

B = A · C1 · · ·Ck.

Remark 4.3.5. In Partial Hyperbolicity the possibility of joining any two points by an stable-unstable
path is known as accesibility.

On this topic, note:

[Xu, Xv] = 2Xg, (4.18)

and in particular by the Frobenius theorem, the distribution PSl2(R)× u⊕ v ⊂ TPSl2(R) is not
integrable.

Xg

Xv

uX

Xv

uX

2

Figure 4.7: The bracket of Xu and Xv.
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We conclude this part proving that the flows (gt)t, (ut)t, (vt)t are conservative. Consider the
product measure dΩ = dλ× dθ on T 1H = H× S1, where dλ = 1

y2
dx ∧ dy is the Riemannian area

on H and dθ is the Lebesgue measure on S1. The measure dΩ is the Liouville measure on T 1H.

Fix A ∈ PSl2(R) and denote A−1 = [ a bc d ]. Then Im(LA−1(z) = Im(z)
|cz+d|2 ), and since L′

A−1(z) =
1

(cz+d)2
its jacobian is equal to j(z) = 1

|cz+d|4 = | Im(LA−1 (z)

Im(z)
|2. Consider f ∈ Cc(H) and compute

LAλ(f) =

∫
f(Az)

1

Im(z)2
dLeb(z) =

∫
f(z)j(z)

1

Im(LA−1(z)
dLeb(z) = λ(f)

hence LAλ = λ. We use the coordinates (z, θ) on T1H, and note that the action of A in the
θ coordinate is just a translation (because LA is complex differentiable its action on vectors
amounts to only rotate them). This implies that dΩ is invariant by A.

Lemma 4.3.16. The Liouville measure is invariant under the action PSl↷(T )
1H.

From this we also deduce:

Proposition 4.3.17. The Liouville measure on PSl2(R) = T 1H coincides with the Haar measure.

Proof. By the previous computations we get that the Liouville measure is invariant by multipli-
cation on the left by elements of PSl2(R). On the other hand, it is well known that PSl2(R) is
unimodular (therefore left Haar measures = right Haar measures), and the claim follows. ■

Corollary 4.3.18. The flows gt, ut, vt are conservative.

4.3.3 Ergodicity of gt, ut, vt

We now consider the geodesic and horocycle flows induced on homogeneous spaces of PSl2(R).
Here we will study their ergodic properties (with respect to the Haar measure). Fix then a
homogeneous space X = Γ\PSl2(R) where Γ < PSl2(R) is a lattice. The following is clear.

Lemma 4.3.19. The geodesic and horocycle flows induce corresponding conservative flows gt, ut, vt
on X.

For A ∈ PSl2(R) let UA : H = L2(X,µX) ý be the Koopman operator, UA(f) = f ◦ RA, and
consider U : PSl2(R) → U(H) the map A 7→ UA; U is a unitary representation of the group
PSl2(R) (cf. Appendix B) and we seek to use it to prove ergodicity of the flows. This type of
technology (unitary representations) works very well when the group is Abelian, but alas, this is
not our case. Arbitrary unitary representation for non-abelian groups are much harder to deal
with, so here we’ll not pursue generality.

Fix a unitary representation ρ : Sl2(R) → U(H) (the difference Sl2(R) vs PSl2(R) won’t
matter).

Lemma 4.3.20. Let A,X ∈ Sl2(R) satisfying limn7→∞AnXA−n = Id and suppose that f ∈ H is
such that ρA(f) = f , then ρX(f) = f as well.
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Proof. We compute, using that ρA−n(f) = f and that ρ is a unitary representation,

∥ρX(f)− f∥ = ∥ρXA−n(f)− f∥ = ∥ρAnXA−n(f)− f∥ −−−→
n7→∞

0 by SOT continuity

⇒ ∥ρX(f)− f∥ = 0.

■

Corollary 4.3.21 (1). Suppose that f ∈ H is ρA-invariant, for every A ∈ G < Sl2(R). Then f is
invariant under the full group Sl2(R).

Proof. Use the renormalization results of corollary 4.3.12 together with the fact that Sl2(R) =
⟨G,U, V ⟩. ■

Corollary 4.3.22 (2). The geodesic flow gt : X → X is ergodic for the measure µX .

Proof. Apply the previous Corollary to Û : Sl2(R)→ PSl2(R)→ U(L2(X,µ)) to deduce that any
G invariant function is invariant by the whole group Sl2(R), therefore constant. ■

Next we consider the horocyclic flow.

Proposition 4.3.23 (Mautner’s phenomena). If f ∈ H is ρX invariant for every X ∈ U then f is
Sl2(R) invariant.

Proof (Margulis). By Corollary 1 above, it suffices to show that f is G invariant. Define then
T : Sl2(R)→ R by T (A) = ⟨ρA(f), f⟩; it is direct to check that f is G invariant iff T |G is constant
(≡ ∥f∥2). By SOT-continuity of ρ, T is continuous map; on the other hand if A =

[
d 0
0 d−1

]
we

define for each n ∈ N∗ the matrices

an =

[
0 n

1/n 0

]
; bn =

[
1 d/n
0 1

]
; cn =

[
1 n/d
0 1

]
Then bn, cn ∈ U , and bnancn =

[
d 0

1/n 1/d

]
−−−→
n 7→∞

A. Thus T (bnancn) −−−→
n7→∞

T (A); but since f is U
invariant,

T (bnancn) = ⟨ρbnancn(f), f⟩ = ⟨ρan(f), f⟩ = T (an) −−−→
n 7→∞

∥f∥2.

We conclude that T |G is constant, as we wanted to show. ■

We then get:

Corollary 4.3.24. The horocycle flows ut, vt : X → X are ergodic for the measure µX .

Remark 4.3.6. Note that for establishing the ergodicity of the geodesic and horocycle flows on X we
didn’t have to assume that X is compact.
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4.3.4 Important example: hyperbolic surfaces.

Let G be a Lie group (or topological group) acting effectively and continuously on a (Haussdorf,
or at least T1) topological space X.

Definition 4.3.4. The action G ↷ X is said to be properly discontinuous if for every compact
K ⊂ X the number of g ∈ G satisfying g ·K ∩K ̸= ∅ is finite.

Example 4.3.1.

1. If G is discrete then G↷ G is properly discontinuous.

2. The action Z ↷ S1 generated by a rotation Rα is properly discontinuous if and only if α ∈ Q.

Here is an important fact of subgroups of PSl2(R).

Theorem 4.3.25. H < PSl2(R) acts discontinuously on PSl2(R) if and only if it is discrete.

See [3] por the proof.

Definition 4.3.5. A Fuchsian group is a discrete subgroup H < PSl2(R) that acts without fix points
on H. That is, A ∈ H, z ∈ H then MA(z) = z ⇒ A = Id.

By the previous theorem, H is Fuchsian if and only if acts properly discontinuously on H.
Given a Riemann surface X, it is a consequence of the uniformization theorem that X can be
identified (conformally) with the orbit space Γ/X̃, where

• X̃ is either Ĉ,C or H;

• Γ is the Deck transformation group of X̃ → X (Γ ≈ π(X)).

If X̃ = Ĉ then necessarily Γ = {1} and X̃ = X. On the other hand if X̃ = C then Γ consists
of Euclidean isometries, therefore is isomorphic to {1},Z or Z2, hence X is either C,C− {0} or
T2. All other cases correspond to the case where Γ consists of isometries of H, thus Γ < PSl2(R).
Note that Γ ↷ X̃ is properly discontinuous. We have shown:

Theorem 4.3.26. If X is a Riemann surface of genus g ≥ 2 then there exists a Fuchsian group Γ so
that X ≈ Γ/H.

Since the identification PSl2(R) ≈ T1H that is equivariant under the PSl2(R) action, we
can identify T1X ≈ Γ/PSl2(R), therefore M = T1X is an homogeneous space. Under this
identification the geodesic/horocyclic flows are given as

gt(ΓA) = ΓA

[
et/2 0
0 e−t/2

]
(4.19)

ut(ΓA) = ΓA

[
1 t
0 1

]
(4.20)

vt(ΓA) = ΓA

[
1 0
t 1

]
(4.21)

(4.22)

In spite of their innocent appearance, the reader should not assume that the dynamics of
these flows is “simple”.
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Exercises

1. Prove corollary 4.1.11

2. ConsiderM = Td. For a vector ω = (ω1, ..., ωd) letRω :M ý be the traslationRω(x1, · · · , xd) =
(x1 + ω1, · · · , xd + ωd) mod Zd. Similarly, consider the flow ϕωt = Rtω. Clearly Rω, ϕ

ω
t

preserve the Lebesgue measure λ ∈ Pr(M).

(a) Prove that (Rω, λ) is ergodic if and only if {ω1, · · · , ωd, 1} is independent over Z, that
is

d∑
j=1

njωj + nd+1, nj ∈ Z ∀j ⇒ nj = 0 ∀j.

(b) Prove that (ϕωt , ω) is ergodic if and only if {ω1, · · · , ωd} is independent over Z.

(c) Prove that Rω (or ϕωt is minimal if and only if is transitive.

(d) Prove that (Rω, λ) is ergodic if and only if it is uniquely ergodic.
Put everything together to deduce:

Theorem (Weyl-Von Neumann). The following conditions are equivalent.

i. (Rω, λ) is ergodic.
ii. {ω1, · · · , ωd, 1} is independent over Z.

iii. Rω is uniquely ergodic
iv. Rω is transitive.
v. Rω is minimal.

(e) Suppose that {ω1, · · · , ωn, 1} is independent over Z. Show that given ϵ > 0 there exists
integers m,n1, · · · , nd satisfying

|mωi − ni| < ϵ ∀i = 1, · · · , d.

(f) If H ⊂ Td is a closed subgroup, then it is known that there exists k ≤ d, V ⊂ Rd

subspace and Γ ⊂ V lattice such that E ≈ V/Γ. Moreover, there exist v1, · · · , vk ∈ Rd

such that

Γ = Zv1 + · · ·Zvd.

Prove that v1, · · · , vd can be taken with integer entries.

3. Show that Aut(D) = {ϕa(z) = z−a
1−az : a ∈ D}.
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CHAPTER 5

Spectral Properties

Consider a (separable) Hilbert space H and denote

B(H) = {A : H → H : A is linear and bounded}

the (Banach) algebra of bounded operators of H. Unless explicitly stated otherwise, B(H) is
assumed to be equipped with the operator norm

∥A∥ = ∥A∥OP = sup
∥x∥≤x

∥Ax∥H.

An important property to remember from this norm is the fact that for A,B ∈ B(H), ∥AB∥ ≤
∥A∥ · ∥B∥. The algebra B(H) comes with an additional structure; given A ∈ B(H) there exists a
unique linear map A∗ : Hý defined by the following property:

∀x, y ∈ H, ⟨x,Ay⟩ = ⟨A∗x, y⟩.

It follows that A∗ is bounded and ∥A∗∥ = ∥A∥; A∗ is the adjoint of A. The map ∗ : A → A∗

satisfies the following:

• rA+B∗ = rA∗ +B∗ for every A,B ∈ B(H), r ∈ C (∗ is anti-linear)

• (A∗)∗ = A

• AB∗ = B∗A∗

• ∥A∗A∥ = ∥A∥2

These properties imply that B(H) is what is called a C∗ -algebra. One verifies directly that

ker(A∗) = cl(Im(A)).

Let us also recall that U ∈ B(H) is said to be an isometry if for every x, y ∈ H,

⟨Ux, Uy⟩ = ⟨x, y⟩.

It’s immediate that if U is an isometry, then U is one to one, and moreover ∥U∥ = 1.

Definition 5.0.1. A surjective isometry is called a unitary operator. We denote

U(H) = {U : Hý, U unitary}

Note that if U ∈ U(H) then U−1 = U∗ ∈ B(H).
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Spectrum Denote G(H) = {A ∈ B(H) : ∃A−1 ∈ B(H)}.
By the open mapping theorem, if A ∈ B(H) is invertible on the whole H, then A ∈ G(H).

Definition 5.0.2. The spectrum of A ∈ B(H) is

sp(A) := {λ ∈ C : A− λI ̸∈ G(H)}.

The following is the central fact about this set.

Proposition 5.0.1. sp(A) ⊂ C is compact and non-empty. Furthermore, sp(A) ⊂ D(0, ∥A∥)

See [2].
Now suppose that A ∈ G(H): if λ ∈ sp(A) then λ ̸= 0 and A − λI = −(λA)(A−1 − λ−1I),

which implies that λ−1 ∈ sp(A−1), hence |λ1| ≤ ∥A∥−1. We then deduce

sp(A) ⊂ A(∥A−1∥−1, ∥A∥) = {z ∈ C :
1

∥A−1∥
≤ |z| ≤ ∥A∥}.

Observe also that sp(A) = sp(A∗).

Corollary 5.0.2. If U ∈ U(H), sp(U) ⊂ S1.

Definition 5.0.3. Two unitary operators U ∈ U(H), U ′ ∈ U(H′) are said to be unitarily equivalent
if there exists Φ : H → H′ invertible linear map that preserves inner products, and furthermore
Φ ◦ U = U ′ ◦ Φ.

An spectral property for a unitary operator is one that is invariant by unitary equivalences.

For example, the spectrum is a an spectral property (surprising, no?). This is a good moment
for reminding the reader of the Spectral Theorem for unitary operators (cf. Appendix A).

Projections Let us recall some basic facts about orthogonal projections. A linear map P ∈ B(H)
is said to be a projection if

P = P ∗ = P 2.

In this case ImP < H is closed, and therefore ImP ⊥ kerP .

Proposition 5.0.3. If K ≤ H then there exists a unique projection PK ∈ H such that kerPK = K.

Now given A ∈ B(H) an isometry, there is the following polar decomposition:

A = UQ U ∈ U(H), Q projection.

5.1 The Koopman operator

Let T : (M,BM, µ) ý be a measurable dynamical system, and we assume some minimal regularity
condition of the σ -algebra to guarantee separability of L2(µ).

Definition 5.1.1. The Koopman operator associated to T is U = UT : L2(µ) ý defined by
Uf = Tf(= f ◦ T ).
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Since T preserves measure, U is an isometry; if furthermore T is an automorphism then U is
unitary.

Observe that U has at least λ = 1 as an eigenvalue, corresponding to the constant functions
(whose set will be denoted as C ⊂ L2). Ergodicity of T is equivalent to 1 being a simple
eigenvalue of U , and thus

Proposition 5.1.1. Ergodicity is an spectral property.

Even for ergodic maps, U can have other eigenvalues.

Example 5.1.1. Consider α = (α1, · · · , αd) ∈ Rd and define the (d -dimensional rotation) Rα :
Td ý by Rα(x) = x+ α mod Zd. It is immediate that Rα prserves the Lebesgue (Haar) measure λ
on Td. As an exercise, the reader can check that

λ ∈ ErgRα
(Td)⇔ ⟨k, α⟩ ̸∈ Z ∀k ∈ Zd ∼ α1, · · · , αd, 1 are independent over Z.

(if d = 1 the previous condition is just irrationality of α). Fix one of such ergodic maps and observe
that if en(x) = e(2πi⟨n, x⟩) is the character corresponding to n ∈ Zd, then

Uen = en(α) · en,

i.e. λ = en(α) is an eigenvalue of U with corresponding eigenfunction en. In particular, we observe

1. The set of eigenvalues of U is dense in S1, and it is a subgroup.

2. The set of corresponding eigen-functions is dense on L2(λ).

3. Eigenfunctions corresponding to different eigenvalues are orthogonal.

We’ll now analyze these properties.

Denote by

Eigen(U) = {eigenvalues of U} ⊂ S1.

Proposition 5.1.2. Suppose that T is ergodic. Then Eigen(U) is a subgroup of S1, and every
eigenvalue is simple.

Proof. Observe first that if λ ∈ Eigen(U) then there exists f ∈ L2 of modulus equal to one such
that Uf = λf . Indeed, U |f | = |f |, hence by ergodicity it has to be µ - a.e. constant = c ̸= 0,
therefore f

c
satisfies our claim.

Take g with Ug = λg another eigenfunction corresponding to λ. Then

U(
f

g
) =

Uf

Ug
=
f

g
,

which by ergodicity implies that g is a multiple of f , and therefore λ is simple. Now take f, g
with Uf = λf, Ug = γg and proceed analogously to obtain U(f

g
) = λ

γ
f
g
, i.e. λγ−1 ∈ Eigen(U),

hence this set is subgroup of S1. ■
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Example 5.1.2. Suppose that T is ergodic and that 1 ̸= λ = e2πiα ∈ Eigen(U). Then there exists
f :M → S1 ≈ T such that Uf = f + α. This eigenvalue equation can be written then as

X

f
��

T // X

f
��

T rα
// T

and thus the measure ν = fµ is rα invariant (and ergodic), hence

• α ∈ R \Q, ν is Lebesgue.

• α ∈ Q, then supp(ν) is finite.

In both cases T has an ergodic isometry as a factor.

Let us give some additional definitions.

Definition 5.1.2. For T : (M,BM, µ) ý define

L2
T,disc := cl(span

{
f ∈ L2(µ) : f eigenfunction of UT

}
)

L2
T,cont := (L2

T,disc)
⊥.

We say that T has

1. discrete spectrum if T is ergodic and L2(µ) = L2
T,disc.

2. continuous spectrum if L2
T,disc = C.

In example 5.1.1 we’ve shown that (irrational) translations on torii have discrete spectrum.
Note that having continuous spectrum implies in particular that 1 is a simple eigenvalue of U ,
hence T is ergodic.

Sistems with discrete spectrum are relatively simple to study, and not difficult to construct.
Consider for example G a countable subgroup of S1 and denote M = G∗. If we equip G with
the discrete topology then M is a compact group (this is consequence of theorem B.1.1) and if
z : G→ S1, it is obviously a character, hence an element of M . Define T :M →M,T (χ) = χ+ z
the traslation; T is an homeomorphism preserving the Haar measure on M . We also know that
M∗ = G, so we can think g ∈ G as a function on M ; not only that, G ∈ L2(M) constitutes an
othonormaal basis (cf. remark 4.1.4). On the other hand,

UT (g)(χ) = g(χ+ z) = g(χ)g(z) = g · g(χ)⇒ UT (g) = g · g(·).

This shows that T has discrete spectrum and Eigen(U) = G.
In fact the following holds.

Theorem 5.1.3 (Halmos-Von Neumann). Let T : (M,BM, µ) ý, S : (N,BN, µ) ý transformations
with discrete spectrum (M,N Lebesgue spaces), and suppose that Eigen(UT ) = Eigen(US). Then T
and S are measure theoretically isomorphic.

In particular, if T has discrete spectrum then it is conjugate to a translation acting on a compact
Abelian group.
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From the hypotheses one deduces directly that UT , US are unitarily equivalent, say by a map
Φ : L2(M)→ L2(N). The bulk of the proof is establishing that Φ is of the form Φφ = φ ◦R for
some R : M → N . Details can be found in page 328 of [8]. It is important to emphasize that
in this setting (discrete spectrum) the operator U completely determines the dynamics of the
system.

We’ll use now some of the machinery developed in Appendix A to understand better the
sets L2

T,disc,L
2
T,cont. We remind the reader the simple fact that eigenvectors of unitary operators

corresponding to different eigenvalues are orthogonal, hence in particular the set L2
T,disc has an

orthonormal basis {fn} with Ufn = λnfn. If f ∈ L2
T,disc, we can write f =

∑
n anfn and thus

Uf =
∑

n anλnfn. Hence, denoting by νf the spectral measure corresponding to f (and similarly
for the other elements),

ν̂f (k) =

∫
z−k dνf = ⟨Ukf, f⟩ = ⟨

∑
n

anλ
k
nfn,

∑
n

anfn⟩ =
∑
n

λ−kn |an|2 ∀k

which implies that νf =
∑

n|an|2δλn , and in particular is purely atomic. Conversely, suppose that
f ∈ L2(µ) is such that its spectral measure is purely atomic, νf =

∑
n νn with νn = rnδγn. Since

νn << νf , there exists gn ∈ Hf such that νn = νgn, and rn = ∥gn∥2. We can compute

⟨gn, Ugn⟩ =
∫
z dνn =

∫
zrn dδγn(z) = γ∥gn∥2

which implies by the converse of Schwartz’ inequality, Ugn = γngn. We conclude that gn ∈ L2
T,disc,

and thus f ∈ L2
T,disc since f =

∑
n gn (compare the Fourier coefficients of both spectral measures).

We have established the following characterization.

Corollary 5.1.4.

L2
T,disc = {f ∈ L2 : νf is purely atomic}

L2
T,cont := {f ∈ L2 : νf is continuous}.

5.2 Mixing

From the previous discussion we see that the behavior of the spectral measures can be used to
deduce dynamical information. Let us recall that if ν ∈ Pr(S1) then it can be written (uniquely,
of course) as

ν = νp + νsc + νac

where νp is purely atomic, νsc is without atoms singular with Lebesgue, and νac is absolutely
continuous with respect to Lebesgue. The next definition is begging to be made.

Definition 5.2.1. We say that an ergodic transformation T : (M,BM, µ) ý has absolutely continu-
ous spectrum if for every non-constant f ∈ L2, νf is absolutely continuous.

Suppose then that T has absolutely continuous spectrum and fix f ∈ C⊥ ⊂ L2(µ): then

⟨f, Unf⟩ =
∫
zn dνf =

∫
zn∥f∥2

L2dλ −−−→
n→∞

0

pdcarrasco@mat.ufmg.br



80 Spectral Properties 5.2

as consequence of the Riemann-Lebesgue Lemma. For general f (of non-necessarily zero integral),

0 = lim
n
⟨f −

∫
f dµ, Unf −

∫
f dµ⟩ ⇒ lim

n
⟨f, Unf⟩ = ⟨f,1⟩⟨1, f⟩ =

∫
f dµ

∫
f dµ

Now for f, g ∈ L2(µ) we can use the equality

⟨g, Unf⟩ = 1

2
(⟨f + g, Un(f + g)⟩ − ⟨f, Unf⟩ − ⟨g, Ung⟩)

and conclude that

lim
n
⟨g, Unf⟩ =

∫
f dµ

∫
g dµ.

This condition tells us the the functions Unf and g are “assyntotically uncorrelated” (we remind
the reader that ⟨g, Unf⟩ = ˆνf,g(n)). We also observe that above we only used the property
of T having absolutely continuous spectrum to compute the previous limit (equivalently, that
⟨f, Unf⟩ −−−→

n→∞
0 for L2 functions of zero mean). This property is sufficiently important to deserve

a name.

Definition 5.2.2. T : (M,BM, µ) ý is (strong) mixing if for every f, g ∈ L2,

lim
n

∫
g · f ◦ T ndµ =

∫
f dµ

∫
g dµ.

It is immediate that mixing systems are ergodic (if f is an L2 invariant function of zero mean,
then its L2 is zero), but this condition is stronger as systems with discrete spectrum cannot be
mixing. By our previous discussion it also follows that absolutely continuous spectrum implies
mixing, but the converse is not true (eg. Gaussian Shifts).

Remark 5.2.1. To understand the origin of the word mixing, let us take characteristic functions
f = 1A, g = 1B. If T is mixing then

⟨g, Unf⟩ = µ(B ∩ T−nA) −−−→
n→∞

µ(A)µ(B). (5.1)

Assuming that µ(B) > 0, the previous limit can be written as limn µ(T
−nA|B) = µ(A); this means

that the proportion that T−nA occupies inside B approaches (for n large) the same proportion that
A occupies inside M .

B

T (A)-n

By approximating L2 functions by simple ones, it follows that the convergence of µ(B ∩
T−nA) −−−→

n→∞
µ(A)µ(B) for every pair of measurable subsets of M implies mixing.

Let us give some examples of mixing systems. We’ll employ the following lemma.
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Lemma 5.2.1.

1. If there exists a dense subset E ⊂ L2(M,R) such that for every f ∈ E, limn⟨f, Unf⟩ =
(
∫
f dµ)2, then T is mixing.

2. If there exists an generating algebra A ⊂ BM such that for every A ∈ A, limn µ(T
−nA ∩ A) =

µ(A)2, then T is mixing.

Proof. Fix g ∈ L2 and consider the functionals G,Gn : L2 → C, G(f) = ⟨g, f⟩, Gn(f) = ⟨g, f⟩.
Note that ∥Gn∥OP ≤ ∥g∥ and since they converge pointwise to G on the dense set E + iE, they
converge everywhere, and T is mixing.

The secont part is direct consequence of the first. ■

Examples

1. Bernoulli shifts σ : Ber(p1, · · · , pN) ý are mixing. Indeed, if A is the algebra of cilinders
and A ∈ A, then there exists n0 such that for every n ≥ nn the sets A and σ−nA don’t
have a restriction in any coordinate in common, in particular they are independent. Thus
µ(T−A ∩ A) = µT−nAµA = µA2, and we can use lemma 5.2.1.

2. Expanding linear maps of the circle are mixing. Consider f : T ý, f(x) = kx mod 1 for
k > 1 and let µ be the Lebesgue measure. If A is an interval, f−nA = ∪kn−1

i=0 Ai where
Ai ⊂ [ i

kn
, i+1
kn

) and µ(Ai) =
µ(A)
kn

.

As the k-adic numbers are uniformly distributed in [0, 1), for large n set interval A is going
to contain ≈ knµ(A) intervals Ai. It follows that for n large,

µ(f−nA ∩ A) ≈ #Ai ⊂ A× µ(Ai) ≈ knµ(A)
µA

kn
= µ(A)2

and arguing as before we deduce that (f, µ) is mixing.

3. Let A ∈ SL2(Z) be an hyperbolic matrix, and we consider its induced automorphism
A : T2 ý. We claim that with µ the Haar measure, the system (A, µ) is mixing.

Let us denote by ϕt the flow in the unstable direction of A (horocylce flow), ϕt(x) = x+ teu

where eu is a unit vector in the direction of Eu
A; : ϕt is an irrational flow on T2, and in

particuar ergodic for µ. We compute for every n,

An(ϕt(x)) = An(x+ teu) = Anx+ λnteu = ϕλnt(A
nx) λ > 1.

pdcarrasco@mat.ufmg.br



82 Spectral Properties 5.2

Now take f ∈ Cc(T2) and T << 1,∫
f(Anx)f(x) dµ(x) =

1

T

∫ T

0

dt

∫
f(Anx)f(x) dµ(x)

=
1

T

∫ T

0

dt

∫
f(Anϕt(x))f(ϕt(x)) dµ(x) since ϕtµ = µ

=
1

T

∫ T

0

dt

∫
f(ϕλntA

nx)f(ϕt(x)) dµ(x)

=
1

T

∫
dµ

∫ T

0

f(ϕλntA
nx)f(ϕt(x)) dt by Fubini’s theorem

≈
∫
f(x)

( 1
T

∫ T

0

f(ϕλntA
nx) dt

)
dµ(x) since f is unif. continuous and T ≈ 0

=

∫
f(A−nx)

( 1
T

∫ T

0

f(ϕλntx) dt
)
dµ(x)

=

∫
f(A−nx)

( 1

λnT

∫ λnT

0

f(ϕtx) dt
)
dµ(x).

For n large the term
(

1
λnT

∫ λnT
0

f(ϕtx) dt
)

converges to
∫
f(x) dµ(x), by Birkoff’s theorem

and thus the integral converges
( ∫

f dµ
)2

, as we wanted to show.

Now we consider the following problem: how do we establish that a given dynamical system
has absolutely continuous spectrum? This property is much more delicate than mixing, in
particular because we have to check that for every f ∈ L2 ⊖ C its spectral measure νf is
absolutely continuous. There are not so many general methods to do is (that I’m aware of, but
I’m not an analyst), but at least we have the following.

Theorem 5.2.2. Let ν ∈M(S1).

1. Wiener: If limN→∞
1

2N+1

∑N
k=−N |ν̂(n)|2 = 0 then ν is continuous.

2. F. and M. Riesz: If ν̂(−n) =
∫
zn dν = 0∀n > 0 then ν << λ and furthermore either ν is

equivalent to Lebesgue or is the zero measure.

The proof of both Theorems can be found in Katnelson’s book [14].
Suppose then that T is ergodic: to check that T has absolutely continuous using Riesz’s

brothers theorem we’ll have to show that for every f ∈ C⊥ ⊂ L2, n > 0, it holds

⟨f, Unf⟩ = 0 ∼ Unf ⊥ Umf ∀n,m ∈ N, n ̸= m.

Observe that in the absolutely continuous spectrum case L2
T,cont is cyclic, and assuming the

condition above we can find {fj}j∈J with J either finite or countable such that

{Unfj : n ∈ Z, j ∈ J} is an orthonormal basis of L2
T,cont

The condition above also deserves a name.

Definition 5.2.3. We say that T : (M,BM, µ) ý has Lebesgue spectrum if there exists ∅ ̸=
{fj}j⊂J ⊂ L2 such that

{1} ∪ {Unfj : n ∈ Z, j ∈ J} is an orthonormal basis of L2

In this case the cardinal of J (either finite or infinite) is called the multiplicity of the spectrum.
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As a consequence of our discussion above we have

finite/infinite Lebesgue spectrum⇒ absolutely continuous spectrum.

Question. Does absolutely continuous spectrum imply finite/infinite Lebesgue spectrum?

Example 5.2.1. Let us consider A : Td → Td ergodic linear automorphism, and recall (proposi-
tion 4.1.8) that for every k ̸= 0 the orbit {(A∗)nk}n∈Z is unbounded. Choose a set of representatives
∆ ⊂ Zd for the orbits of A∗. If ek(x) = e(2π⟨k, x⟩) is the character corresponding to k, then

UAek(x) = eA∗k(x)

and since the characters are an orthonormal basis of L2(Td) we conclude that A has Lebesgue
spectrum (in particular this gives an alternative proof of the fact that A is mixing). We also claim the
spectrum is infinite, i.e. #∆ =∞. Indeed, by lemma 4.1.10 A (and thus A∗) is partially hyperbolic,
and thus for any 0 ̸= k ∈ ∆, its orbit under δ[A] approaches Eu

A∗ for the future, and Es
A∗ for the past.

As these are two proper hyperspaces of Rd, there are infinitely many integer points outside; by the
same argument the orbit of finitely many k ∈ Zd cannot be the whole lattice, and ∆ is infinite.

If T : (M,BM, µ) ý, S : (N,BN, µ) ý are systems with Lebesgue spectrum of the same
multiplicity then T, S are spectrally equivalent. Here is another meaningful example.

Example 5.2.2. Bernoulli shifts have infinite Lebesgue spectrum. Consider σ : Ber(1/2, 1/2) ý and
denote Xn : Σ→ {0, 1} the n -projection, Yn = (−1)Xn. Let

B = {
∏
n∈F

Yn, F finite} ⇒ B ⊂ L2 orthonormal basis.

Also, U
∏

n∈F Yn =
∏

n∈(F+1) Yn, thus choosing a (necessarily infinite) representative for the orbits
of U in B we deduce the claim.

We’ll prove later that all the same is true for all Bernoulli shifts, thus all Bernoulli shifts are
spectrally equivalent, an in particular have the same spectral type. Additionally, any ergodic linear
automorphism of Td is spectrally equivalent to a Bernoulli shift.

So naturally we could ask: are all Bernoulli shifts conjugate? Are the previous examples
conjugate, i.e. given a ergodic automorphism of the torus, is it conjugate to a Bernoulli shift?

The answer of the first one is NO: Kolmogorov introduced the concept of entropy precisely to
show the existence of non-isomorphic Bernoulli shifts. The second turns out to be actually true.
This surprinsing fact is the culmination of several major achievements in Ergodic Theory in the
XX century. We’ll say more in later chapters.

5.3 Weak Mixing

What about continuous spectrum?

Definition 5.3.1. T : (M,BM, µ) ý is weak-mixing if it has continuous spectrum.

At this point we could use Wiener theorem to obtain a equivalent characterizations to weak-
mixing, but it is useful to fist introduce a concept to study Césaro convergence.
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Definition 5.3.2. We say that a (bounded) sequence (an)n of non-negative numbers converges to 0
in density (D - limn an = 0) if there exists S ⊂ N of full density such that limn∈S an = 0.

Remark 5.3.1. Supppose that for every ϵ > 0 the set Fϵ = {n : an ≥ ϵ} has zero density; then for
every m ∈ N>0 one can find nm such that for every n ≥ nm,

d(n,m+ 1) =
#F1/m+1 ∩ {0, · · · , n− 1}

n
<

1

m+ 1
;

since F1 ⊃ F1 ⊃ · · · , it is no loss of generality to assume also that (nm) is increasing. Define

F =
∞⋃
m=0

F1/m+1 ∩ {nm, · · · , nm+1 − 1};

then for n given choose m such that nm ≤ n < nm+1 and compute

F ∩ {0, · · · , n− 1} = F ∩ {0, · · · , nm − 1} ∪ F ∩ {nm, · · ·nm+1}
⊂ F1/m ∩ {0, · · · , nm − 1} ∪ F1/m+1 ∩ {n, · · · , nm+1}

which implies

F ∩ {0, · · · , n− 1}
n

≤ 1

m
+

1

m+ 1
.

This implies that F is of zero density, and moreover limn ̸∈F an = 0, i.e. D - limn an = 0. Conversely,
if D - limn an = 0 then it is direct to check that for every ϵ > 0, Fϵ has zero density.

Using the remark above one establishes the following without too much trouble (cf. Walters).

Lemma 5.3.1. Let (an)n be a bounded sequence of non-negative numbers. The following are
equivalent.

1. D - limn an = 0.

2. limn

∑n−1
k=0 an = 0.

3. limn

∑n−1
k=0 a

2
n = 0.

We can now prove:

Proposition 5.3.2. Let T : (M,BM, µ) ý be an automorphism. The following are equivalent

1. T is weak-mixing, meaning that for every f ∈ C⊥ ⊂ L2, νf is continuous.

2. For every f,C⊥,

lim
n

1

2N + 1

N∑
k=−N

|⟨f, Unf⟩| = 0.

3. For every f, g ∈ L2,

lim
n

1

2N + 1

N∑
k=−N

|⟨g, Unf⟩ − ⟨g,1⟩⟨1, f⟩| = 0
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4. For every A,B ∈ BM,

lim
n

1

2N + 1

N∑
k=−N

|µ(B ∩ T−nA)− µ(A) · µ(B)| = 0

5. T × T is ergodic.

Proof. 1⇔ 2 By Wiener’s theorem and the above Lemma,

νf is continuous ⇔ lim
n

1

2N + 1

N∑
k=−N

|⟨f, Unf⟩|2 = 0⇔ lim
n

1

2N + 1

N∑
k=−N

|⟨f, Unf⟩| = 0.

2⇔ 3 Proceed as for the mixing case.
3⇔ 4 Approximation.
4⇒ 5 By basic measure theory, L2(µ⊕µ) = L2(µ)⊗L2(µ). Consier F (x, y) = f1(x)f2(y), G(x, y) =
g1(x)g2(y) with fi, gi ∈ L2(X) and note that

D - lim
n
⟨G,Un

T×TF ⟩ = D - lim
n
⟨g1, Un

T f1⟩⟨g2, Un
T f2⟩ = ⟨g1, f1⟩⟨g2, f2⟩ = ⟨G,F ⟩.

Since the set of product functions as before is dense in L2(µ⊕ µ), it follows that the same is true
for every F,G ∈ L2(µ⊕ µ), and T × T is weak-mixing (thus ergdic.)
5 ⇒ 2 Note the D - limn a

2
n = 0 ⇔ D − limn |an| = 0. Consider f ∈ C⊥ ⊂ L2(µ) (real valued);

ergodicity of T × T implies, by exercise 5, that for an = ⟨f, Unf⟩ it holds

D - lim
n
a2n = 0⇒ D - lim

n
|an| = 0

and T is weak-mixing. ■

The concept of weak-mixing is somewhat akward to work with; after all it is not completely
obvious how to construct continuous singular measures (see section 3.5). To complicate things
further, there exist singular measures on S1 such that their Fourier coefficients go to zero1 as
n → ±∞. Nonetheless, weak-mixing is much more abundant than mixing: let us give some
illustrative examples of these fact.

1. Interval exchange transformations are never mixing for the Lebesgue measure (Katok).
Nevertheless, there exists a generic set in the space of parameters (in the complement of
rotations) such that every IET on this set is weak-mixing (Katok-Stepin; Avila-Forni).

2. Let α ∈ (0, 1) be a Liouville number, and define

F = cl(h ◦ rr ◦ h : h ∈ Diff∞(T)) clousure in the C∞ topology.

It is a result of Herman-Fathi (based on the Anosov-Katok method) that there exists a
generic set G ⊂ F such that if f ∈ F then

• f is weak-mixing but not mixing.

• f is minimal.

1The first examples are due to Mensov
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• There aren’t too many invariant geometrical structures: in particular there there is no
f -inariant C0 foliation for f (Kocksard-Koropecki).

One can make analogous definitions for flows (ϕ)t. A famous question asked by Poincaré is
the following.

Question. Suppose that (ϕt)t : T2 ý is an irrational flow corresponding to angle α (which is ergodic
for the Lebesgue measure, but not weak-mixing). Does there exist a reparametrization ϕ̃t of ϕt such
that ϕ̃t is weak-mixing?

By a reparametrization of (ϕt)t we mean that ϕ̃t(x) = ϕs(t,x)(x) for some s : R ×M → R>0;
regularity of s plays an important role in the discussion. It turns out ϕ̃t preserves a measure µ
equivalent to Lebesgue, and thus is conservative; if s is smooth, then µ is an smooth volume.
Observe that (ϕ̃t, µ) is clearly ergodic.

Theorem 5.3.3 (Kolmogorov). If α is Diophantine and the reparametrization is smooth, then there
exists a differentiable conjugacy between ϕt and ϕ̃t. In particular, no reparametrization of ϕt can be
weak-mixing (with respect the associated measure µ).

What about other irrational numbers? It is known that minimal smooth flows cannot be
mixing (but C0 flows can). Then we have the following.

Theorem 5.3.4 (B. Fayad). For a generic of smooth reparametrizations ϕ̃t it holds that

• ϕ̃t is weak-mixing, and

• minimal.

Question. Does there exist (conservative) mixing minimal flows on surfaces?

5.4 Mixing for the geodesic and horocyclic flows

We go back to the flows gt, ut, vt studied in section 4.3; we fix a lattice Γ < PSl2(R)(or Sl2(R)) and
consider the corresponding homogeneous space X = Γ/G equipped with its Liouville measure
µX . We have already shown that all these flows are ergodic corollary 4.3.24.

Proposition 5.4.1. gt is mixing.

Proof. Let a, b ∈ Cc(X) and compute their correlation coefficient c(t) = ⟨b, gta⟩; due to uniform
continuity of gta we have that if r ≈ 0, c(t) ≈ ⟨a, urgta⟩ = ⟨a, gtureta⟩, where in the last part
equality we have used lemma 4.3.11. Then c(t) ≈ ⟨g−ta, ureta⟩ for r ≈ 1. Take average in
r ∈ [0, R] to get

⟨a, gta⟩ ≈ ⟨g−ta,
1

R

∫ R

0

ureta dr⟩ −−−→
t→∞

⟨a,
∫
b dµ⟩ = ⟨a, 1⟩⟨1, b⟩

where we have used ergodicity of both gt, ut ■
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Corollary 5.4.2. f = g1 : X ý is ergodic.

The proof above and what follows appear in McMullen’s notes [16], that are highly recom-
mended. Next we establish that ut and vt are mixing.

Elliptic flow in X There is a natural flow in T1H that consists of rotating vectors: ot(z, v) =
(z, e−2πitv).

Lemma 5.4.3. Under the identification T1H ∼ PSl2(R) ot is given by

ot(A) = A ·
[
cos(t/2) sin(t/2)
− sin(t/2) cos(t/2)

]
In particular ot is conservative.

Proof. Exercise. ■

By looking at fig. 4.6 we see that we can write

us = oπ+r(s)gt(s)or(s) (5.2)

where r(s) −−−→
s→∞

0, t(s) −−−→
s→∞

0

Proposition 5.4.4. ut (and vt) is mixing.

Proof. Again consider a, b ∈ Cc(X) and write for s large

⟨a, usb⟩ = ⟨a, oπ+r(s)gt(s)or(s)b⟩ ≈ ⟨o−πa, gt(s)b⟩ ≈ ⟨o−πa, 1⟩⟨1, b⟩

since gt is mixing. Finally, observe that
∫
a(o−πx) dµX =

∫
a(x) dµX . ■

5.4.1 Equidistribution of the orbits of ut, vt
For this part we assume that X is compact. By a dynamical box we mean a set of the form

B(x, a, b, c) =
⋃

0≤t≤T

gt

 ⋃
y∈Wu(x,a)

W s(y, b)

 .

If a, b, c are sufficinetly small then B(x, a, b, c) is embedded in X, for every x ∈ X. We fix
B = B(x0, a, b, c), and note that by ergodicity we have µX - a.e.,

lim
t→∞

|{t : u[0,t](x) ∩B ̸= ∅}|
t

= µX(B). (5.3)

To simplify the notation denote U(x, t) = u[0,t](x). Now we use Egoroff’s theorem: given ϵ > 0
we can find T > 0, Xϵ ⊂ X such that

• µX(Xϵ) ≥ 1− ϵ;

• for all x ∈ Xϵ it holds

| |U(x, T ) ∩B|
T

− µX(B)| < ϵ.
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The next idea is to apply the geodesic flow to the whole picture and use its renormalization
property. Observe that gtU(x, T ) = U(gtx, e

−tT ), so its natural to use t = log T to get a set of size
1. Note that

glog TB = B(glog Tx, aT,
b

T
, c) =: B′

and X ′
ϵ = glog TXϵ has volume ≥ 1− ϵ. The key point is that if z ∈ X ′

ϵ, then

||U(z, 1) ∩B′| − µX(B)| < ϵ.

To finish the argument, consider any y ∈ X, and let y′ = glog T (y). Take x ∈ Xϵ′ approximating
y′ (which is possible since µX(Xϵ′) ≥ 1 − ϵ) and note that U(y′, 1) ≈ U(x, 1) intersects B′ in
segments of total length ≈ µX(B). There is a small subtlety here, as moving x → y could (in
principle) move a significatively amount of the segments in U(x, 1) ∩ B′. But that’s precisely
why we are renormalizing to size 1, and we can adjust using the following argument: we have
µX(∂B) = 0, therefore, for our initial ϵ we can find ρ > 0 so that the measure of ∂ρB, the
ρ -neighborhood of ∂B, is much smaller than µX(B). Then we adjuts Xϵ, T so that it also works
for boxes B1 ⊂ B ⊂ B2 with

B1 ⊂ B ⊂ ∂ρB1 ⊂ B2 ⊂ ∂ρB.

Moving y′ → x inserts a small error (depending of ρ only), and thus it doesn’t alter much the
reasoning. We thus conclude the limit in eq. (5.3) holds for y, i.e., for every point in X. Using
regularity of the measure one gets the following.

Theorem 5.4.5 (Furstenberg). The horocyclic flow corresponding to compact hyperbolic surface is
equi-distributed: for every f ∈ C(X), for every x ∈ X it holds

lim
t→T

∫ T

0

f(ut(x)) ds =

∫
f dµ.

This is very important theorem in Ergodic Theory, originating many reaserch lines. See
[5],[23] and the recent contribution of mine with Federico Rodriguez-Hertz [6], to name a few.

Furstenberg’s theorem above implies the following consequence, which was established before
by other methods.

Corollary 5.4.6 (Hedlund). The horocyclic flows are minimal.

Remark 5.4.1. One can wonder if equi-distribution/minimality still holds in finite area. This is
not the case: you can take an hyperbolic surface, make a puncture and push to∞, obtaining finite
area (like the modular surface). However, horocylces in this puncture get trapped, and the only
possibilities for them is to be circles. This a general result due to Dani.

Theorem 5.4.7 (Dani). If X is an hyperbolic surface of finite area, and µ is an invariant measure
for the horocyclic flow, then either

1. µ = µX , or

2. µ is supported on a closed horocycle.

pdcarrasco@mat.ufmg.br



5.4 Mixing for the geodesic and horocyclic flows 89

Exercises

1. Find an example of an system with discrete spectrum that has finitely many eigenvalues.

2. Let α = (α1, · · · , αd) such that α1, · · · , αd, 1 are independent over Z. Show that Rα : Td ý

is (measure theoretically) conjugate to R−α : Td ý.

3. Show directly (without F. and M. Riesz’ theorem) that Lebesgue Spectrum implies mixing.

4. Prove lemma 5.3.1.

5. Show that the following are equivalent.

(a) T is ergodic.

(b) For every f ∈ L2, limn
1
n

∑n−1
k=0⟨f, Ukf⟩ = 0

(c) For every f, g ∈ L2, limn
1
n

∑n−1
k=0⟨g, Ukf⟩ = ⟨g, 1⟩⟨1, f⟩.

6. Consider T : T ý, T (x) = 2x with the Lebesgue measure µ. Show that given (an)n ∈ ℓ2
there exists f, g ∈ L2 so that ⟨f, Ung⟩ = an∀n.
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CHAPTER 6

Ergodic Theorems

In this chapter we will establish several ergodic theorems, i.e. theorems that establish the
convergence of the ergodic averages, in some appropriate sense.

6.1 Von Neumann’s theorem

Here is (argueably, compare with Weyl’s 1.3.1) the first ergodic theorem.

Theorem 6.1.1 (Von Neumann’s 1929). Consider T : (M,BM, µ) ý an endomorphism. Then for
every f ∈ L2 it holds

Anf
L2

−→
n

Eµ(f |J )

It turns out that at that time Von Neumann was interested in quantum mechanics, so he gave
a more general version adated to this theory. Although his theorem is consequence of the ET,
it is not clear if Von Neumann didn’t prove the more general result because he simply wasn’t
interested in convergence almost everywhere. In any case, let us spell the proof.

As we saw in section 5.1, the Koopman operator U = UT : L2 ý is an isometry/unitary
operator, and we can write the ergodic averages for f ∈ L2 as

Anf = (
1

n

n−1∑
k=0

Uk)f ;

on the other handE = Eµ(|J ) : L2(BM)→ L2(J ) is simply the orthogonal projection. Therefore,
what we want to show is that

1

n

n−1∑
k=0

Uk SOT−−−→
n→∞

E.

Note also that L2(J ) = {f ∈ L2 : Uf = f} = ker(U − I).

Theorem 6.1.2 (Von Neumann). Let U : H ý be a contraction (∥U∥OP ≤ 1), and consider
Hinv = ker(U − I), E : H → Hinv the orthogonal projection. Then

Vn =
1

n

n−1∑
k=0

Uk SOT−−−→
n→∞

E.
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The proof uses the following useful lemma.

Lemma 6.1.3. Suppose that U : Hý is a contraction.

• Uf = f ⇔ U∗f = f .

• U(f) = λf for λ ∈ S1 ⇔ U∗f = λ̄f .

Proof. We have |⟨Uf, f⟩| ≤ ∥Uf∥∥f∥ ≤ ∥f∥2, with equality if and only if Uf = λf , for some
λ ∈ S1; from this we deduce that Uf = f ⇔ ∥f∥2 = ⟨Uf, f⟩, which implies the first part. The
second part follows by noting that the contraction U ′ = λ̄U has f as an eigenvector if and only if
f is an eigevenvector of λU∗. ■

Proof of theorem 6.1.2. Write H = Hinv ⊕H⊥
inv and observe that if f ∈ Hinv then Vnf = f = Ef ,

so it suffices to show that for any f ∈ H⊥
inv, Vnf −−−→

n→∞
0. It is (well known and) simple to check

that if for a bounded operator we have kerV ⊥ = cl(Im(V ∗)). Then we have, by the previous
lemma

H⊥
inv = ker(U − I) = ker(U∗ − I) = cl(Im(U − I))

where Cob = Im(U − I) = {g = Uf − f : f ∈ H} are the coboundaries; clearly for g ∈ Cob

we have limn Vng = 0, and since the family of operators Vn is equicontinuous (∥Vn∥OP ≤ 1,∀n),
we get that pointwise convergence in Cob to the zero operator, extends to the clousure. This
finishes the proof ■

Corollary 6.1.4. Consider T : (M,BM, µ) ý an automorphism. Then for every p ≥ 1, f ∈ Lp it
holds

Anf
L2

−→
n

Eµ(f |J )

Proof. The proof given above works exactly in the same way for invertible contractions in
reflexive Banach spaces, therefore if T is an automorphism we have convergence in Lp for p ≥ 1.

For p = 1 a separate argument is required: L2(M) ⊂ L1(M) is dense and if f ∈ L2(M) then

∥f∥L1 ≤ ∥f∥L2. This implies that Anf
L1

−−−→
n→∞

Ef for every f ∈ L2. Since (An)n is a family of

equicontinuous functions in L1, the result follows. ■

It is instructive to give a different proof of theorem 6.1.1 using the spectral theorem.

Proof. Fix f ∈ H and let Hf = cl(span {Unf : n ∈ Z}). Using theorem B.3.1 we can identify

Hf ↔ L2(T, µf ) µf = spectral measure of Uassociated to f
f ↔ 1

U ↔Mz,

therefore Vn is identified with the multiplication operator Mgn where

gn(z) =
1

n

n−1∑
k=0

zk =


1 z = 1

1

n

1− zn

1− z
z ̸= 1.

Note that the Mz invariant vectors are of the form 11g, g ∈ L2(T, µf ) and Eg = 11g. Now
∥gn∥L∞ = 1∀n, and (gn)n converges pointwise to 11. Using the TDC we finally get Vnh =

gnh
L2

−−−→
n→∞

1h = Eh. ■
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6.2 Birkhof’s ergodic theorem.

In this part we fix T : (M,BM, µ) ý an endomorphism, and for its invariant σ -algebra J =
{A ∈ BM : A

a.e.
= T−1A}, denote ET (·) = Eµ(·|J ) the conditioal expectation. Recall the ET

theorem 3.4.1.

Theorem. If f ∈ L1, then An(f) −−−→
n→∞

ET (f) both µ - a.e. and in L1.

Let us make some remarks.

1. It suffices to show convergence µ - a.e..

Note that (An : L1 ý)n is an equicontinuous family of operators (since ∥An∥OP = 1∀n),
therefore to establish convergence it suffices to show convergence on a dense set. But this is
simple: if L∞ then ∥ET (f)∥L∞ ≤ ∥f∥L∞, therefore

∥Anf − ET (f)∥L∞ ≤ 2∥f∥L∞

and the convergence in L1 holds due to convergence µ - a.e. plus the DCT.

2. Likewise, if f ∈ Lp then ∥Anf∥Lp, ∥ET (f)∥Lp ≤ ∥f∥Lp, and by the same reasoning we get
(after showing convergene almost everywhere) that Anf

Lp

−−−→
n→∞

ET (f).

3. If T is an automorphism, then using that JT = JT−1 we get

1

n

n−1∑
k=0

T−if −−−→
n→∞

ET (f)

1

2n+ 1

n∑
k=−n

T if −−−→
n→∞

ET (f)

Observe that if µ ∈ ErgT (M) then for every f ∈ L1 we get convergence

Anf −−−→
n→∞

ET (f) =
∫
f dµ µ - a.e. and in L1.

The property above in fact characterizes ergodicity.

Proposition 6.2.1. Suppose that D ⊂ L1 is dense, and for each f ∈ D we have limn∥Anf −
Eµ(f)∥L1 = 0. Then µ ∈ ErgT (M).

Proof. By equicontinuity of (An : L1 ý)n, we get that for every f ∈ L1, Anf −−−→
n→∞

∫
f dµ. Now

if f is T invariant,

Anf = f
L1

−−−→
n→∞

∫
f dµ⇒ f

a.e.
=

∫
f dµ.

■

The following simple remark is the basis of the powerful Hopf’s method for establishing
ergodicity.

We point out that even though the set M0(f) where we have convergence of the averages has
full measure, it could be topologically very small, even for regular functions.
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Example 6.2.1. Consider T : T2 ý the linear automorphism induced by a hyperbolic matrix A;
then Leb ∈ ErgT (T2). Consider the character ϕ(x, y) = exp(2πix): this is an analytic function
with zero integral.

Now take any v ∈ W s(0) = {w : Anw −−−→
n→∞

0}: then

ϕ(Anv) −−−→
n→∞

1⇒ Anϕ(v) −−−→
n→∞

1 ̸= 0 =

∫
ϕ dLeb.

Observe however that W s(0) is dense in T2.

6.2.1 1st proof: The Maximal Ergodic Theorem

The first proof that we’ll give is very similar to the one of Von Neumann’s theorem. It is based in
the following two ingredients.

1) Decomposition Lemma. It holds

L1(M) = L1(J )⊕ C

where Cob = {f − Tf : f ∈ L1} are the L1 - coboundaries; note also that since L∞ ⊂ L1 is
dense, Cob = Cob∩L∞.

2) Maximal Ergodic Theorem. If λ > 0, f ∈ L1 it holds

µ(sup
n
Anf > λ) =≤ 1

λ
∥f∥L1.

This is a weak inequality of type (1, 1) for supnAn. See below.
Having established 1), 2) we can argue as in Von-Neumann’s theorem: take f ∈ L1, and

write f = g + h where g = ET (f) ∈ L1(J ) and h ∈ C ∩L∞. Then

Anf = ET (f) + Anh,

therefore we want to prove that Anh −−−→
n→∞

0, µ - a.e.. If h ∈ C ∩L∞, then h = h̃− T h̃ and

Anh =
h̃− T nh̃

n
−−−→
n→∞

0

since ∥Anh∥L∞ ≤ 2∥h∥L∞

n
. For a general h ∈ C ∩L∞, write h = limk hk (in L1), where (hk)k ⊂

C ∩L∞. Then

lim sup
n
|Anh| ≤ lim sup

n
|An(h− hk)| = lim sup

n
Bk ∀k,

where Bk
µ−−−→

k→∞
0 by the Maximal Ergodic Theorem. We deduce µ(lim supn |Anh| > 0) = 0, and

this finishes the proof. It remains to show 1) and 2). The decomposition part is the simpler one.

Proof of the decomposition Lemma. The linear operator ET (·) : L1(BM) ý is a projection with
image L1(J ), therefore we can write

L1 = Im(ET (f))⊕ ker(ET (f)) = L1(J )⊕ ker(ET (f)).

As C ⊂ ker(ET (f)), and ET (·) is continuous, it remains to show that C = ker(ET (f)). This will
be achieved by a typical application of the Hahn-Banach theorem.
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Claim. C = ker(ET (f))

Otherwise by H-B there exists a function ϕ ∈ L1∗ such that ϕ|C = 0, ϕ| ker(ET (f)) ̸= 0. Any
linear functional in L1∗ is given by integration with respect to a L∞, i.e. there exists g ∈ L∞

such that for every f ∈ L1, ϕ(f) =
∫
fg dµ. Obsserve that since ϕ|C = 0, for every f ∈ L1∫

fg dµ =

∫
Tfg dµ

∫
(f − Tf)g dµ = 0.

On the other hand, by invariance of µ,
∫
Tf(g − Tg) = 0. Taking f = g we get∫

Tg(g − Tg) dµ = 0,

∫
g(g − Tg) dµ = 0⇒

∫
(Tg − g)2 dµ = 0⇒ g

a.e.
= Tg.

We’ve shown that g is invariant: but then if f ∈ ker(ET (·)),

ϕ(f) =

∫
fg dµ =

∫
ET (fg) dµ =

∫
gET (f) dµ = 0,

contradicting the fact that ϕ| ker(ET (f)) ̸= 0
■

At this point I could just give the proof of the Maximal Ergodic Theorem: it’s a (slick) trick.
However, I think that it is more interesting if we can contextualize this type of argument.

6.2.2 Weak inequalities for sub-linear operators

For a function f ∈ Fun+(M), its tail distribution function is F̃f (t) = µ(f ≥ t). As a consequence
of Markov’s inequality lemma A.2.2, we get that if f ∈ L1, then for all t > 0

F̃|f |(t) ≤
∥f∥L1

t
.

These type of inequalities have a name.

Definition 6.2.1. A measurable function f :M → R is of weak type p (where 1 ≤ p <∞) if there
exists C > 0 such that for every t > 0 it holds

F̃|f |(t) ≤
C

t
.

Markov’s inequality tells us that f ∈ Lp then f is of weak type p.

Example 6.2.2. Consider the real function f(x) = 1√
|x|

. Then f ̸∈ L2: however,

Leb({t : 1√
|x|

> t}) = Leb({|x| < 1

t2
}) = 2

t2

and f is of weak type 2.

We denote Lp,w(M) the set of measurable functions of weak type p. This is a vector space,
and we equip it with the (natural) weak norm

∥f∥Lp,w = inf{C > 0 : F̃|f |(t) ≤
C

t
,∀t > 0}.

Consider two measure spaces (M,BM, µ), (N,BN, ν) and let T : Lp(µ) → Lq,w(ν) be sub-
linear, that is,
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• |T (λf)| = λ|T (f)| if λ > 0.

• |T (f + g)| ≤ |T (f)|+ |T (g)|.

Definition 6.2.2. T is said to be of weak-type (p, q) if it is bounded, that is, there exists C > 0 such
that ∀f ∈ Lp(µ), ∥Tf∥Lq,w ≤ ∥f∥Lp.

Let T : (M,BM, µ) ý be an endomorphism. For f ∈ L1 define

Mf := sup
n
Anf.

Then M is sublinear.

Theorem 6.2.2 (Maximal Ergodic Theorem). If f ∈ L1 then ∥supnAnf∥L1,w ≤ ∥f∥L1. Equivalently,

∀t > 0, µ(sup
n
Anf > t) ≤ ∥f∥L

1

t
.

The proof will follow from the next lemma.

Lemma 6.2.3 (Garsia’s lemma). Let U : L1(M) ý be a positive contraction (∥U∥OP ≤ 1). For
f ∈ L1 define the averages

S0f = 0

S1f = f

...

Snf =
n−1∑
k=0

Ukf.

and let MNf := sup0≤n≤N Snf , EN = {MNf > 0} = {x : ∃1 ≤ n ≤ N s.t. Snf(x) > 0}. Then∫
EN

f dµ ≥ 0.

Proof. Note that MNf ≥ 0 by definition, and Snf ≤MNf for all 0 ≤ n ≤ N . Since U is positve,
we get

USnf ≤ USnf ⇒ sup
0≤n≤N

USnf ≤ USNf

f + sup
0≤n≤N

USnf = sup
1≤n≤N+1

Snf ≤ USNf + f

⇒ sup
1≤n≤N

Snf − UMNf ≤ f

On EN we have MNf = sup1≤n≤N Snf , therefore∫
EN

f dµ ≥
∫
EN

MNf dµ−
∫
EN

UMNf dµ ≥
∫
MNf − UMNf dµ

since MNf ≥ 0, and∫
MNf − UMNf dµ ≥ 0
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since ∥U∥OP ≤ 1.

■

Proof of the Maximal Ergodic Theorem. We have µ(supnAnf > t) = µ(supnAn(f − t) > 0) =
limN µ(MNh > 0) where h = f − t. By the lemma

∫
MNh>0

(f − t) ≥ 0, hence

∥f∥L1 =

∫
|f | dµ ≥ tµ(MNh > 0)⇒ µ(sup

N
Anf > t) ≤ ∥f∥L

1

t
.

■

Exercises

1. Prove Wiener’s local ergodic theorem : if (ϕt)t : (M,µ) ý is a flow, then for every f ∈ L1(M)
it hols

lim
ϵ→0+

1

2ϵ

∫ ϵ

−ϵ
ϕsf(x) ds = f(x) µ - a.e.(x)

Suggestion: proceed as follows.

(a) Show that for µ - a.e.(x) there exists Ix ⊂ R of full Lebesgue measure, so that for t ∈ Ix
it holds

lim
ϵ→0+

1

2ϵ

∫ ϵ

−ϵ
ϕsf(ϕtx) ds = f(ϕtx).

(b) Let B = {x : limϵ→0+
1
2ϵ

∫ ϵ
−ϵ ϕsf(x) ds ̸= f(x)} and use the previous part to deduce that

there exists t0 so that µ({x : ϕt0(x) ∈ B}) = 0, thus implying that µ(B) = 0.

2. Let H be a Hilbert space and U ∈ U(H) = {U ∈ B(H) : U is unitary}. The set of U -
coboundaries is Im(U − I), and we say that x, y ∈ H are U -cohomologous if x − y is a
U -coboundary.

(a) Assume that x, y are U -cohomologous. Show that the limit σ2(x) = limn
1
n
∥Sn(x)∥2

exists, if and only if σ2(y) exists. In that case, show that these quantities coincide.

(b) (∗) Show that x is a U -coboundary if and only if supn∥Sn(x)∥ <∞.
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CHAPTER 7

Stationary Stochastic Processes

Probability and Ergodic Theory are (of course) very related. In this chapter we’ll introduce the
probabilistic point of view and study some important examples coming from this area.

7.1 Stochastic Processes

Fix (M,BM, µ) a probability space.

Definition 7.1.1. A (discrete time) stochastic process is family of r.v. (Xn)n (indexed by N or
Z) on M . More generally, if (S,BS) is a measure space, we can consider measurable functions
Xn :M → S.

For a stochastic process X = (Xn)n we consider Ω = SN (or SZ) and let BΩ its product
σ -algebra; we remind the reader that BΩ is generated by cylinders

C = A0 × A1 × · · ·An × S × S × · · · ; Ai ∈ BS

Define ΦX :M → Ω, ΦX(x) = (X0(x), X1(x), · · · ) and observe that for a cylinder C as before,

(ΦX)−1(C) = {X0 ∈ A0, · · · , Xn ∈ An} ∈ BM,

and thus it is measurable as a map from (M,BM) to (Ω,BΩ); let P = ΦXµ.

Definition 7.1.2. P is the distribution of the process.

From the measure theory point of view, P completely determines the process (Xn); for
example, it is not difficult to show (see exercise 1) that given any measure on Ω, it is the
distribution of some process in Ω.

Convention. From now on we’ll use “process” to refer either to the sequence of measurable
functions, or to the probability P. We denote Xn : Ω → S the n -th projection. The space
(Ω,BΩ,P) is the natural representation of the process.

Let σ : Ω→ Ω be the shift map.

Definition 7.1.3. The process (Xn)n is stationary if P ∈ Prσ(Ω).
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One checks without any difficulty that (Xn)n is stationary if and only if ∀n ∈ N, A0, · · ·An ∈
BS, k ∈ N(resp. Z) it holds

P(X0 ∈ A0, · · ·Xn ∈ An) = P(Xk ∈ A0, · · · , Xn+k ∈ Ak).

Let us now investigate measures on the product space Ω. In basic courses in measure theory
one usually considers measures in finite products, but here we have infinitely many factors. We’ll
try first to understand the product measure. Suppose that ν ∈ Pr(S):

Question. What’s the product measure ν⊗?

Answer. It is the (unique) probability measure P ∈ Pr(Ω) such that for every n ≥ 0, for every
f : Sn+1 → R≥0, it holds∫

f(w0, w1, · · · , wn) dP(w) =
∫
· · ·
(∫

f(u0, · · · , un) dν(un)
)
· · · dν(u0)

Alternatively, letting νn = ν × · · · × ν
n+1 times

and Xn
0 = (X0, · · · , Xn) : Ω → Ωn := Sn+1, ν⊗ is the

unique measure on Ω such that for every n,

(Xn
0 )∗P = νn.

The measures (Xn
0 )∗P are the finite dimensional distributions of P. From this point of view, the

fact that the νn are product measures doesn’t seem to be that important and we could ask if given
a family {νn ∈ Pr(Ωn)}n, there exists P ∈ Pr(Ω) such that its finite dimensional distributions
coincide with the νn. Observe however that some compatibility among the νn is necessary: if
πn : Ωn+1 → Ωn,

πn(ω0, · · · , ωn+1) = (ω0, · · · , ωn)

then Xn
0 = πn ◦Xn+1

0 . Therefore, if {νn ∈ Pr(Ωn)}n are the finite dimensional distributions of
some measure, then πnνn+1 = νn ∀n.

Question. Given {νn ∈ Pr(Ωn)}n with the compatibility condition, does there exist P ∈ Pr(Ω)
such that XnP = νn ∀n?

The answer is affirmative under mild assumptions on S; [4]. In any case, let us try to
understand how we would proceed. The key point is to realize that for every n ≥ 0, we have an
isomorphism

Xn
0 : (Ω,B

(n)
Ω )→ (Ωn,BΩn) B

(n)
Ω = σalg.gen.(X0, · · · , Xn).

Thus, we can use Xn
0 to lift νn to a measure on B

(n)
Ω and by the compatibility condition, we can

define an additive measure P on the algebra A :=
⋃
nB

(n)
Ω ⊂ BΩ. Since Agenerates BΩ, it would

suffice to show that P is σ -additive on A, and then invoke Caratheodory’s extension theorem to
conclude the existence and uniqueness of the desired measure on BΩ. To check σ - additivity, we
can use the following simple Lemma.

Lemma 7.1.1. Let ν : A→ [0, 1] be an additive measure defined on the algebra A. Then ν is
σ -additive if and only if for every sequence (Cn)n ⊂ A, Cn ↘ ∅ it holds

lim
n
ν(An) = 0.
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We consider then a decreasing sequence (Cn)n ⊂ A with
⋂
nCn = ∅.

Remark 7.1.1. It is no loss of generality to assume that Cn ∈ B
(n)
Ω ∀n. Indeed, let n1 be the first

index such that C1 ∈ B
(n1)
Ω , and define

C ′
i =

{
M 0 ≤ i < n1

C1 i = n1

Likewise, let n2 with C2 ∈ B
(n2)
Ω . If n2 ≤ n1 define C ′

n1+1 = C2: otherwise we proceed as before
and copy C1 until reaching the index n2. Repeating this procedure we arrive to a sequence (C ′

i)i≥0

which is decreasing and consists of the same elements as (Cn)n (plus M), hence
⋂
i≥0C

′
i = ∅. As

Cn ⊂ C ′
n∀n, if ν(C ′

i) −−−→
i→∞

0, then the same is true for the original sequence (Cn)n.

As Cn ∈ B
(n)
Ω , Cn = An × S × S × · · · with An ∈ BΩn, and An+1 ⊂ An × S for every n ≥ 0.

Suppose by means of contradiction that

lim
n

P(Cn+1) = lim
n

∫
1An+1(u0, · · · , un+1) dνn+1(u0, · · · , un+1) > 0.

What we would like is to write
∫
1An+1 dνn+1 in terms of An, νn: then by induction we’ll have an

expression of the form∫
1An+1(u0, · · · , un+1) dνn+1(u0, · · · , un+1) =

∫
gn+1
0 (u0) dν0(u0)

where gn+1
0 is computed with ν1, · · · , νn+1.

Example 7.1.1. In the product case,

gn+1
0 (u0) =

∫
· · ·
∫
1An+1(u0, u1, · · · , un+1) dνn(u1, · · · , un+1).

Note that since An+1 ⊂ An × S, gn+1
0 ≤ gn0 for every n and since

lim
n

∫
gn0 (u0) dν0(u0) > 0

there should be some x0 so that infn≥1{gn0 (x0)} > 0 (otherwise by the TMC the above limit is zero).
But now

gn0 (x0) =

∫ ∫
· · ·
∫
1An(x0, u1, · · · , un) dνn(u1, · · · , un)

=

∫ (∫
· · ·
∫
1An(x0, u1, · · · , un) dνn−1(u2, · · · , un)

)
dν1(u1) =

∫
gn1 (x0, u1) dν1(u1),

and as before, there exists x1 such that infn≥2{gn1 (x0, x1)} > 0. Proceeding this way we construct a
sequence (xk)k≥0 such that infn≥k+1{gnk (x0, · · · , xk)} > 0, and in particular

inf
n
gn0 (x0, · · · , xn) > 0⇒ (x0, · · · , xn) ∈ An∀n.

This would give a contradiction, as (xn)n ∈
⋂
nCn = ∅. The reader should compare with the proof of

proposition 3.3.2.

pdcarrasco@mat.ufmg.br
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The argument used in the previous example to show σ -additivity seems to be flexible enough:
it depends on being able to write νn+1 in terms of νn, provided that πnνn+1 = νn.

Problem. Given (M,BM, µ), (N,BN) and P probability on the product M × N with πMP = µ,
write P in terms of µ.

In the case where N comes equippped with a measure ν and P = µ× ν we can use Fubini’s
theorem, but of course this a very strong restriction. One way to proceed is to use disintegrations
(see section 9.2); below we present another (essentially equivalent) approach that is sufficient for
our purposes. But before that let us spell a consequence of the existence of the product measure.

Consider an stochastic process (in its natural presentation) (Xn : Ω→ R)n≥0 such that its rv’s
are

• identically distributed, XnP = µ ∀n;

• inependent (see Appendix A).

It’s a matter of unraveling the defintions to see that this is equivalnt to say P is the product
measure µ⊗.

One sees easily that (σ,P) is mixing, and therefore ergodic.

Theorem 7.1.2 (Strong law of large numbers. Khinchin-Kolmogorov ∼ 1928).
If a =

∫
|t| dµ(t) <∞ then

X0 + · · ·Xn−1

n
−−−→
n→∞

a P - a.e. and in L1(P)

Proof. Since Xn = X0 ◦ σn, X0+···Xn−1

n
=
∑n−1

k=0 σ
kX0 and EP(|X0|) = a, and the result follows

from the ET. ■

Corollary 7.1.3 (Weak law of large numbers).
In the same hypotheses as the theorem above,

∀ϵ > 0, P(|X0 + · · ·Xn−1

n
− a| > ϵ) −−−→

n→∞
0

7.2 Transition probabilities

Instead of assuming that N comes with the a single measure ν, we’ll assume the existence of
family of measures {νx}x∈M with νx ∈ Pr(N), and depending measurably on the base point.
Then, we would obtain a probability on M ×N by considering

C ∈ BM×N ⇒
∫
νx(C ∩Nx) dµ(x) (Nx = {x} ×N).
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x

C∩Nx
𝜐x( )

The details are as follows.

Definition 7.2.1. A function K :M ×BN → [0, 1] is a probability kernel (from M to N) if

• Kx = K(x, ·) is a probability on N for every x ∈M .

• The function x→ Pr(N) given by x→ Kx is weakly measurable, in the sense that for every
B ∈ BM, x→ Kx(B) is measurable.

If N =M then a probability kernel is usually called a transition probability (kernel).

Probability kernels are commonly denoted as K(x, dy) (= the measure Kx).

Lemma 7.2.1. Given K probability kernel and f ∈ Fun(M × N)≥0, the function gf : M → R
given by

gf (x) =

∫
f(x, y)K(x, dy)

is measurable.

Proof. By definition of K this is true if f = 1A×B where A ∈ BM, B ∈ BN. The family

M= {C ∈ BM×N : g1C
is measurable}

is non-empty and contains the algebra A= {A×B : A ∈ BM, B ∈ BN}, which generates BM×N.
Claim: M is a monotone class, meaning that it is closed by (countable) increasing unions and
decreasing intersections.

Indeed, let (Cn)n ↗, Cn ∈M ∀n,C :=
⋃
nCn. By the TMC, g1Cn

−→
n
g1C

. As the g1Cn
are BM

measurable, so is g1C
and C ∈M. Similarly for decreasing intersections.

If follows by the Monotone Class Theorem that BM×N = σalg.gen.(A) ⊂M. For general f , we
approximate by simple functions. ■

Given µ ∈ Pr(M) and a probability kernel K from M to N we can use the previous Lemma
and define P ∈ Pr(M ×N) by:

f ∈ Fun(M ×N)≥0 ⇒
∫
f(x, y) dP(x, y) =

∫ (∫
f(x, y)K(x, dy)

)
dµ(x). (7.1)

Given a non-necessarily positive f ∈ Fun(M ×N) one can proceed by writing f = f+− f− with
f+, f− ∈ Fun(M × N)n≥0 and check that f ∈ L1(P) if and only if

∫ ∫
|f(x, y)|K(x, dy) dµ(x):

in this case again we can compute the integral of f with respect to P by the eq. (7.1).
We’ve proved the following.
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104 Stationary Stochastic Processes 7.2

Theorem 7.2.2. Given µ ∈ Pr(M) and a probability kernel K from M to N there exists a unique
P ∈ Pr(M ×N) such that for every A ∈ BM, B ∈ BN, P(A×B) =

∫
K(x,B) dµ(x). Furthermore,

for f ∈ Fun(M ×N), it holds f ∈ L1(P) if and only if
∫ ∫
|f(x, y)|K(x, dy) dP(x). In this case,∫

f(x, y) dP =

∫ ∫
f(x, y)K(x, dy) dµ(x).

Definition 7.2.2. The probability P constrructed above is the skew-product of µ and K; it is denoted
P = µ⋊K.

Example 7.2.1. If Kx = ν,∀x, for some probability ν ∈ Pr(N) then P = µ× ν. More generally,
suppose that that h ∈ Fun(M × N)≥0 with

∫
h(x, y) dν(y) = 1 for every x. Then K(x, dy) =

h(x, y) dν(y) is a probability kernel and ν ⋊K = h dµ× ν.

Conditional Expectation for Kernels Suppose that K is a probability Kernel from M to N , and
consider the following data:

• (Ω,BΩ,P) is a probability space.

• X : Ω→M,Y : Ω→ N are measurable; let Z = (X, Y ) : Ω→M ×N .

• µ = XP, η = ZP.

Proposition 7.2.3. Assume that η = µ ⋊ K. Then for every h ∈ Fun(M × N) such that
h(Z) ∈ L1(P) it holds

EP(h(Z) | σalg.gen.(X))(ω) =

∫
h(X(ω), y) ·K(X(ω), dy) P - a.e.(ω)

Proof. Since Eη(|h|) = EP(|h|◦Z) <∞, h ∈ L1(η) and thus Eη(|h|) =
∫ ( ∫

N
|h|(x, y)K(x, dy)

)
dµ(x).

It follows that f(x) :=
∫
N
h(x, y)K(x, dy) is in L1(µ), hence f(X) ∈ L1(Ω, σalg.gen.(X),P). For

A ∈ BM we compute

EP(h ◦ Z;X−1A) =

∫
h1A×N ◦ Z dP =

∫
h1A×N dη

∫
M

1A

(∫
N

h(x, y)K(x, dy)

)
dµ(x)

=

∫
M

1Af dµ = EP(f ◦X;X−1A).

By uniqueness of the conditional expectation we deduce EP(h(X, Y ) | σalg.gen.(X))(ω) = f ◦
X(w) P - a.e. ■

Example 7.2.2. X, Y independent r.v. on Ω with distributions µ, ν. Then η = µ × ν and for
f ∈ L1(R2),

EP(f(X, Y )|σalg.gen.(X))(x) =

∫
f(X(x), y) dν(y) P - a.e.(x)
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7.2 Transition probabilities 105

Markov Operators. Given a probability kernel K from M to N , it defines naturally an operator1

K : Fun(N)≥0 → Fun(M)≥0 by

g ∈ Fun(N)≥0 ⇒ Kg(x) :=

∫
g(y)K(x, dy).

By lemma 7.2.1 Kg ∈ Fun(M), and clearly K is linear. Note also that

B ∈ BN ⇒ K1B(x) =

∫
1B(x)K(x, dy) = K(x,B)

and thus the operator completely determines the kernel. For this reason we’ll not distinguish
between the kernel and the operator that it defines.

Now suppose that K : Fun(N)≥0 → Fun(M)≥0, L : Fun(Q)≥0 → Fun(N)≥0 are proba-
bility kernels: then we can obtain a new probability kernel L ◦K : Fun(Q)≥0 → Fun(M)≥0 by
composing the operators. Observe,

h ∈ Fun(Q)≥0 ⇒ L ◦Kh(x) = L(Kh)(x) =

∫ (∫
h(z)K(y, dz)

)
K(x, dy)

and in particular

C ∈ BQ ⇒ LK(x,C) =

∫
L(x,C)K(dy, x).

The composition is associative, by Tonelli’s theorem.
We’ll specialize in the case of a probability transition, i.e. P probability kernel from M to

itself, and note that now we can iterate P :

n ≥ 0→ P n :=


Id n = 0

n times

P ◦ · · ·P n ≥ 1.

Note that P 0
x = δx∀x, and for n ≥ 1, f ∈ Fun(M)≥0,

P nf(x) =

∫
P nf(u0) dδx(u0) =

∫ (∫
P n−1f(u1)P (u0, du1)

)
δx(u0) = · · ·

=

∫
· · ·
∫
f(un)P (un−1, dun)P (un−2, dun−1) · · ·P (u0, du1) dδx(u0)

and in particular, if εn :Mn+1 →M is the projection in the last coordinate, then

εn
(
(δx ⋊ P )⋊ · · ·

)
⋊ P

n

= P n(x, ·) ∀n. (7.2)

We are ready for the following.

Theorem 7.2.4 (Ionescu-Tulcea). Let (M,BM, µ) be a probability space and P a transition proba-
bility kernel. Then there exists a unique probability P = Pµ ∈ Pr(Ω) such that

1. X0P = µ.
1The use of the same letter as the kernel to denote the operator is usual.
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106 Stationary Stochastic Processes 7.2

2. Xn
0 P(du0, · · · , dun) = µ(du0)P (u0, du1) · · ·P (un−1, dun) (i.e. Xn

0 P = (µ⋊ P )⋊ · · ·
)
⋊ P

n

).

In other words, ∀n ≥ 0, f ∈ Fun(M)≥0 it holds∫
f(X0(ω), · · · , Xn(ω)) dP(ω) =∫

· · ·
∫
f(u0, · · · , un)P (un−1, dun)P (un−2, dun−1) · · ·P (u0, du1) dµ(u0)

Proof. The proof was already given: see example 7.1.1 using νn = (µ⋊ P )⋊ · · ·
)
⋊ P

n

) ■

The operator P : Fun(M) ý associated to a probability transition kernel is what is called
a Markov operator. Observe that P1 = 1 and P preserves the cone of non-negative functions.
It follows that if f ∈ Fun(M) is bounded, then Pf is bounded as well. We can use P :
Fun(M)b ý to define P ∗ : M(M) ý by

P ∗µ(f) := µ(Pf) µ ∈M(M), f ∈ Fun(M)b,

which sends Pr(M) to itself. It is direct to check the equality

σPµ = PP ∗µ. (7.3)

Definition 7.2.3. ν ∈ Pr(M) is P - stationary if P ∗ν = ν. We denote EstP (M) the set of P -
stationary measures on M .

Corollary 7.2.5. If µ is P - stationary, then Pµ ∈ Prσ(Ω).

Theorem theorem 7.2.4 allows us to interpret dynamically the pair (µ, P ): we start with
some initial distribution of the points x ∈M (the measure µ) and then for A ∈ BM the quantity
P (x,A) represents the probability of x entering into A. The new disrtribution is now P ∗µ, but
the transitions are the same. And so on...If the initial distribution is stationary, then it remains
invariant over time.

Example 7.2.3. If µ = δx then Px := Pδx represents the dynamics of a particle that starts at x, and
then has transitions determined by the kernel P . Note that for f ∈ Fun(M)b,

P nf(x) = EPx(f ◦Xn) = EXnPx(f).

Moreover, by the uniqueness part of the theorem we deduce that if µ ∈ Pr(M), then

Pµ =

∫
Px dµ(x).

Let us conclude this part by discussing the existence of stationary measures; for this we’ll
assume that M is a compact metric space.

Definition 7.2.4. We say that the Markov operator P has the Feller property if sends C(M) to itself.

Proposition 7.2.6. If P has the Feller property then EstP (M) ̸= ∅.

Proof. Take ν ∈ Pr(M) and observe that any accumulation point of { 1
n

∑n−1
k=0(P

∗)k}n is an
stationary probability measure. ■
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7.3 Dynamical Processes 107

7.3 Dynamical Processes

In this part we consider the case S = {1, . . . , d} : the state space in this case is usually called the
alphabet. It is clear that if X : Ω→ S is a r.v., then its distribution is determined by an element in

∆ = {p = (p1, · · · , pd) : pi ≥ 0,
d∑
i=1

pi = 1}.

Now suppose that T : (M,BM, µ) ý is a dynamical system: in general the associated process
(Zn = T n)n won’t fall in the category that we are looking at, since M is seldom finite. We can
however define a related finite-valued process using some additional data.

Definition 7.3.1. P = {P1, . . . , Pd} ⊂ BM is a (finite) partition of M if M =µ ∪iPi and for every
i ̸= j, µ(Pi ∩ Pj) = 0. The sets Pi are the atoms of the partition P, and for finite partitions we will
assume that every atom has positive measure. Sometimes the partition is ordered, and in this case
we write P = (P1, . . . , Pd).

The point is that in general, determining any data about a simple event x is difficult, and it is
much more realistic to determine, given a partition P, to which atom of P the event x belongs to:
this atom will be denoted as P(x). A natural idea that follows is to use the partition to code the
orbits of the points x ∈M under T , by specifying the elements of P that OT (x) visits. Namely, for
x we’ll specify x ∈ Ω with the rule

xn = i⇔ T nx ∈ Pi (∼ x ∈ T−nPi)

This sequence is well defined µ - a.e. and is called the itinerary of x in P. Denote by Φ : M →
Ωk = {1, · · · , d}N the map Φ(x) = x.

Question. When Φ can be inverted? In other words, given a sequence x: can we recover x with the
itinerary given by x?

To be able to answer this let us introduce some concepts and notation.

Definition 7.3.2. If P, Q are partitions of (M,BM, µ) we say that P is finer than q (denoted Q ≤ P)
if every atom of Q is union of atoms of P. We denote P ∨ Q the smallest partition that is finer than
both P and Q, i.e.

P ∨ Q = {Pi ∩Qj : Pi ∈ P, Qj ∈ Q}.

The above definition extends naturally to a finite number of partitions.

Remark 7.3.1. P ≥ Q⇔ P ∨ Q = P.

If (Pn)n is a sequence of increasing partitions, one would like to make sense of the object∨∞
n=0 Pn. For this observe that given a finite partition P,

P̂ := σalg.gen.(P) = {finite unions of atoms of P}

and in particular, it is a finite σ -algebra. Conversely, given A ⊂ BM a finite σ -algebra, then it
determines a partition of M

PA =
∨
A∈A

{A,Ac}
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such that P̂A = A. Thus,

finite partitions of M ∼ finite sub σ - algebras of BM

With this idea we can define∨
n≥0

Pn :=
∨
n≥0

P̂n = σalg.gen.(
⋃
n≥0

Pn) (7.4)

One could ask if given a sub σ -algebra A ⊂ BM, there exists a (non necessarily finite)
partition PA such that P̂A = A. This is true for countable generated σ -algebras as

∨
n≥0 Pn: if

A = σalg.gen.(An : n ∈ N) define

PA = {
∞⋂
n=0

A∗
n : ∗ ∈ {·, c}}

Then PA ⊂ A, and clearly it is pairwise disjoint. If x ∈ M define Bn(x) to be either An or Acn,
depending on which set x belongs to; it follows

x ∈
⋂
n≥0

Bn(x) ∈ PA ⇒M ⊂
⋃

Pi∈PA

Pi

and PA is a partition of M : in lemma 9.1.2 we’ll show that P̂A = A. We deduce that, as for finite
ones, there is a one to one correspondence between countable generated partitions and sub
σ -algebras of BM.

Nonetheless, this correspondence doesn’t extend to arbitrary sub σ -algebras; we’ll study with
detail this fact in chapter 9.

Let us return to dynamics. Since T :M ý is measure preserving (non-singular is enough) the
family T−1P = {T−1A : A ∈ P} is a partition of M . By induction we can use T to induce partitions
of the form

∨m
n T

−kP, 0 ≤ n ≤ m, and if furthermore we assume T to be an automorphism, then
n,m ∈ Z are also allowed.

In particular,

Pn :=
n−1∨
k=0

T−kP = {Pi0···in = ∩nj=0T
−jPij : Pij ∈ P}

and for µ - a.e.(x)

x ∈ Pi0···in ⇔ x ∈ Pi0 , Tx ∈ Pi1 , · · · , T n−1x ∈ Pin−1 .

1

P

2

3

45

P

P

P

P

x

T

4

3

2

5

x

xT

T

x

x

T

T x

Figure 7.1: Above, x ∈ P4 7→ P2 7→ P1 7→ P5 7→ P4 7→ P3, so x = .421543 · · ·
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The stochastic process (Ω,BΩ,P = Φµ) is the dynamical process associated to (T, P). In the
literature it is commom to make the following abbreviation.

Definition 7.3.3. A (dynamical) process is a pair (T, P) where

• T : (M,BM, µ) ý is a dynamical system.

• P finite partition of M .

Remark 7.3.2. Typically it is assumed that T is an automorphism; we’ll make this explicit when
used.

Denote

P− :=
∨
n≥0

T−nP (7.5)

P+ :=
∞∨
0

T iP (T automorphism) (7.6)

Definition 7.3.4. P− is the standard past of P, while P+ is its standard future.

Note that P is T -invariant (meaning T−1P− ⊂ P−). The relation between ergodic theory and
probability is given by the next proposition, which follows directly from our previous discussion.

Proposition 7.3.1. If (T, P) is a dynamical process then σ : (Ω,BΩ,P) ý is a factor of T :
(M, P−, µ) ý. More precisely, the map Φ : (M, P−, µ)→ (Ω,BΩ,P) given by

Φ(x) = x = itinerary of x according to P

verifies Φ ◦ T = σ ◦ Φ.

Note that in principle P− could be smaller than BM, so T is not really a shift. The case when
this holds is important.

Definition 7.3.5. A partition P is a generator for T if
∨
n∈Λ T

−nP = BM where

• Λ = N if T is a non-invertible endomorphism.

• Λ = Z if T is an automorphism. In this case, if
∨
n∈N T

−nP = BM we call P a strong generator
for T .

Corollary 7.3.2. If (T, P) is a dynamical process where P is a generator, then T : (M,BM, µ) ý and
σ : (Ω,BΩ,P) ý are semi-conjugated.

When are they conjugate? Assuming some regularity condition on (M,BM, µ), for example
if M is a separable complete metric space (from the time being we’ll call these type of spaces
regular) then Φ induces an isomorphism if we complete BM and BΩ. In this case we’ll say that T
and σ are conjugate mod 0.

Corollary 7.3.3. Let (T, P), (S, Q) be two dynamical processes acting on regular spaces M,N with
#P = #Q, where P, Q are generators. If they have the distribution, then T and S are isomorphic
mod 0.
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Proof. In the case of a regular space, the completion of BM is equal mod 0 to the completion of
P−; on the other hand, if we denote for x ∈M by Pn(x) the atom of Pn that contains x, then

Pn(x) −−−→
n→∞

{x} µ - a.e..

This is explained carefully in Chapter 9 (see corollary 7.3.3 and the discussion of Lebesgue
spaces), but for now the reader can take it as a fact.

It follows that the natural map from M to the dynamical process of (T, P) is injective, modulo
zero sets, and therefore we conclude that (T, P) is conjugate mod 0 to its dynamical process. The
corollary is proven. ■

The previous corollary also tells us that all relevant information (T.P) (assuming P generator
with k atoms) is encoded in the distribution P that it determines on Ω = {1, · · · , k}N. A fruitful
point of view is that actually P is determined by the relative frequencies of words appearing in Ω.
This is just the ET (cf. (3.1)): given A ∈ BΩ, w ∈ Ω, n ∈ N consider

τnA(x) =
#{0 ≤ i < n : σi(ω) ∈ A}

n
= An1A(ω)

and note that if A = [s0, · · · , sm] then

τnA(ω) =
1

n
#{s0 · · · sm appears in w0 · · ·wn−1}.

Assuming that the process is ergodic, by the ET we have that the relative frequency τA(ω) =
limn τ

n
A(ω) exists and is equal to P(A) for P -almost every ω, for any finite word s0 · · · sm with

sj ∈ {1, · · · , k}. Thus we can read P([s0, · · · , sm]) from the frequency that this word appears in
almost every sequence in Ω.

Let us say something in the case of automorphisms. Note that in Ω = SZ, the partition by
cilinders P = {[i] : 1 ≤ i ≤ d} is a strong generator for the shift map. Moreover, σnP is measurable,
for any n ≥ 0. It follows that

• σ−1P− ⊂ P−,

• σnP− ⇑ BΩ.

Definition 7.3.6. Let T : (M,BM, µ) ý be an automorphism of a regular space. A σ -algebra
A ⊂ BM is said to be

1. T -invariant if T−1A ⊂ A.

2. exhaustive if T nA ↑ BM as n→∞.

Corollary 7.3.4. If T : (M,BM, µ) ý be an automorphism of a regular space and P is a generator,
then P− is a exhaustive σ -algebra.

Remark 7.3.3. Note that in the shift example above, one can check that

P− = σalg.gen.(W
s
loc(x) : x ∈ Ωk)

P+ = σalg.gen.(W
u
loc(x) : x ∈ Ωk)

Bs
Ω ∨Bu

Ω = BΩ the “partition by points”
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7.3.1 Bernoulli Processes: independence

Here we’ll consider the most “chaotic” type of system. We continue to assume that S = {1, . . . , d}.

Definition 7.3.7. A stochastic process (Xn : Ω → S)n∈Λ,Λ = N or Z is a Bernoulli shift if the
variables are independent and and identically distributed. Equivalently, its distribution P is the
product µ⊗

p where µp is the distribution of X0 on S.

Clearly a Bernoulli shift is stationary. We already encountered these in chapter 3 where we
used the notation Ber(p1, · · · , pd) to denote the natural representation of (Xn)n.

Definition 7.3.8. If T : (M,BM, µ) ý is a dynamical system we say that T is a Bernoulli shift if
there exists a generator P such that the process associated to (T, P) is a Bernoulli shift.

Note that for a generator P, the fact that the induced process is a Bernoulli shift is equivalent to
indpedence of the partitions {T−nP}n. If M is regular then we obtain the following consequence
of corollary 7.3.2 (and its remarks below).

Corollary 7.3.5. A dynamical system T : (M,BM, µ) ý is a Bernoulli shift iff it is conjugate
(mod 0) to σ : Ber(p1, · · · , pk) ý.

Sometimes the Corollary above is taken as the definition of Bernoulli shift; note however the
regularity condition assumed on M (in particular, completeness of µ).

Example 7.3.1 (Random Walks in Z).

Now we want to address the following.

Question. How can we detect Bernoulli shifts?

Consider the following:

1. Let A : Td ý be an hyperbolic matrix, µ the Haar measure. Is (A, µ) a Bernoulli system?

2. Consider S an hyperbolic compact surface, M = T1S and T = ϕ1 where (ϕt)t :M ý is the
geodesic flow. If µ is the Liouville measure on M , is (T, µ) Bernoulli?

3. Consider A : Td ý be an ergodic (wrt µ the Haar measure) automorphism. Is (A, µ)
Bernoulli?

4. Let Σ = {−1, 1}Z and M = Σ× Σ. Let µ be the product of {1
2
δ1 +

1
2
δ−1}Z and define

T (ω, x) = (σω, σω0x)

Is (T, ω) Bernoulli?

The answer of 1, 2 is yes: this is a famous result due to Ornstein and Weiss [19]. For 3 the
answer is also yes, but this more surprising (in particular, nobody said that A is irreducible) [13].
On the other hand, 4 is false, although it looks as the most “Bernoulli” example of all of them
[11]. The lesson that we learn is that these type of questions are tricky.

Definition 7.3.9. Let T be an Bernoulli automorphism. If P is a generator (but not necessarily the
{T−nP}n are independent) we say that (T, P) is a B-process.
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Theorem 7.3.6 (Ornstein). Let T be a Bernoulli shift and Q be a finite partition. Then there exists
P finite so that:

1. {T nP}n∈Z are independent.

2.
∨∞
n=−∞ T nP =

∨∞
n=−∞ T nQ.

Corollary 7.3.7. If T is a Bernoulli shift and P is a finite partition, then (T, P) is (isomorphic to) a
B-process.

7.3.2 Markov Chains

Let (Ω,BΩ, µ) be a probability space. We say that an stochastic process (Xn : (Ω → S)n is an
homogeneous Markov Chain (with respect to the natural filtration) relative to some transition
probability P if

∀n ≥ 0, f ∈ Fun(S)≥0, Pf(Xn) = Eµ(f(Xn+1) |X0, · · · , Xn)

Above we denoted Eµ(· |X0, · · · , Xn) = Eµ(· | σalg.gen.(X0, · · · , Xn)). The disribution ν = X0µ is
the initial distribution of the chain. Equivalently, for every F ∈ Fun(Ωn)≥0,∫

F (X0, · · ·Xn) dµ =

∫
· · ·
∫
F (u0, · · · , un)P (un−1, dun) · · ·P (u0, du1) dν(u0)

From theorem 7.2.4 we deduce directly:

Corollary 7.3.8. Given ν ∈ Pr(S) and P a transition probability on S, there exists homogeneous
Markov chain with initial distribution ν and transitions given by P . If S is nice, then this Markov
Chain is unique modulo isomorphism.

Definition 7.3.10. For x ∈ S the Markov Chain on Ω = SN (resp. Ω = SZ) with initial distribituion
δx is denoted as (Ω,BΩ,Px). We say that (Ω,BΩ, {Px}x∈S) is the canonical Markov chain associated
to P .

Note that Px corresponds to a Markov Chain that starts from the point x and has transitions
given by P .

Proposition 7.3.9. Let h ∈ Fun(Ω)≥0. Then for every x ∈ S,

EPx(h ◦ σn|X0, · · · , Xn)(ω) = EPωn
(h) Px - a.e.(ω).

Proof. It suffices to assume h(ω) = f(ω0, · · · , ωk) with f ∈ Fun(Ωk)≥0 (i.e. h = f ◦ πk0) and then
argue by approximation. Then h◦σn = f ◦Y where Y : Ω→ Ωk is given by Y (ω) = (ωn, · · · , ωn+k).
Let also X = πn0 and consider Φ = (X, Y ) : Ω→ Ωn × Ωk. Define Q := ΦPx ∈ Pr(Ωn × Ωk) and
denote

νj = πj0Px = δx(du0)P (u0, du1) · · ·P (uj−1, duj).
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We have the following conmutative diagram

Ω Φ //

πn+k
0 ##

Ωn × Ωk

α

��
Ωn+k

α(u0, · · ·un, t0, · · · , tk) = α(u0, · · · , un, t1, · · · , tk),

and in particular

α∗Q = νn+k = δx(du0)P (u0, du1) · · ·P (un−1, dun)P (un−1, dun) · · ·P (un+k−1, dun+k)

k terms

.

If we consider the section β : Ωn+k → Ωn × Ωk of α,

β(u0, · · · , un+k) = (u0, · · · , un, un, un+1, · · · , un+k),

then Q = β∗νn+k = νn ⋊K where K is the probability transition kernel with associated Markov
operator K : Fun(Ωn)→ Fun(Ωn),

Kg(t0, · · · , tn) =
∫
· · ·
∫
g(tn, u1, · · · , uk)P (uk−1, duk) · · ·P (u1, du2)P (tn, du1) = Ptn(g ◦ πk0).

It follows by proposition 7.2.3,

EPx(h ◦ σn |Bn
Ω)(ω) = EPx(f ◦ Y | σalg.gen.(X))(ω)

=

∫
f(u0, · · · , uk)K(X(ω), du0, · · · , duk) = PXn(ω)(h).

■

We’ll specialize now in the case when S is finite; however, as the reader is probably well
aware, the study of Markov Chain is on itself almost a branch of mathematics. We refer the
reader to [24] for further developments.

Convention. : From the rest of this part, S = {1, · · · , d} is finite.

Note that with this hypothesis, if P is probability transition kernel then for every x we have
that P (x, ·) is a probability distribution on S, hence it is completely determined by the state
transitions P (x, y) for x, y ∈ S. It is customary then to denote the elements of S by the letters
i, j, étc, and consider the transition matrix

P= (P (i, j))1≤i,j≤d

This matrix P is what is called an stochastic matrix: its entries are non-negative and the sum of
the elements of each of its rows is equal to one. In a finite state space, the concepts of probability
transition kernel and stochastic matrix are interchengable. Observe:

Remark 7.3.4.

1. If f : S → R, then Pf(i) =
∑d

j=1 P (i, j)f(j). Writing f⃗ ∈ Rd for the vector defined by f , we
get P⃗ f = Pf⃗ .
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2. The transitions corresponding to the kernel P n are given by the matrix P ·P · · ·P
n times

.

3. If ν ∈ ∆ (i.e. a probability distribution on S) then

P ∗ν(f) = ν(
d∑
j=1

P (i, j)f(j)) =
∑
i,j

ν(i)P (i, j)f(j)

We denote ν⃗T ∈ Rd the (co)vector defined by ν. Then,

(P⃗ ∗ν)T = ν⃗TP∼ P∗ν⃗ = ν⃗

In particular ν is stationary if and only if ν⃗ is a right eigen-vector of P corresponding to the
eigen-value 1

Let us now construct the canonical representation (Ω,BΩ,Pν) corresponding to an initial
distribution ν, and observe that (Xn)n is a (finite homogeneous) Markov Chain with

Pν(Xn+1 = j|X0 · · ·Xn)(ω) = EPµ(1[j] ◦Xn+1|X0, · · · , Xn)(ω) = P (1[j])(ωn) = P (ωn, j)

Note also that ν⃗ = (ν(π0 = 1), · · · , ν(π0 = d)) and hence

Pν(Xn
0 = i0 · · · in) = νi0P (i0, i1) · · ·P (in−1, in).

If ν is stationary, then Pν is σ - invariant, and in particular Pν(Xn = i) = Pν(X0 = i) for every
n ≥ 0.

Define TP = (T (i, j))1≤i,j≤d ∈ Matd({0, 1}) by the rule

T (i, j) = 1⇔ P (i, j) > 0.

TP determines a graph, and we can think the dynamics of the chain taking place inside this
graph.

Definition 7.3.11. Given T ∈ Matd({0, 1}) the subsfhit of finite type (SFT) determined by T is

ΩT = {ω ∈ Ω : Tωn,ωn+1 = 1∀n}

Lemma 7.3.10. supp(Pµ) = ΩT ⊂ Ω.

Proof. Take ω ∈ ΩT , U ⊂ Ω open neighborhood of ω in Ω. Then there exists m such that
[ω0 · · ·ωm] ⊂ U , therefore Pµ(U) ≥ Pµ[ω0 · · ·ωm] > 0 and ω ∈ supp(Pµ). Reciprocally, given
ω ∈ supp(µ) it holds Pµ([ω0 · · ·ωm]) > 0 for every m, thus showing ω ∈ ΩT . ■

We’ll now focus in the stationary case. Although proposition 7.2.6 implies the existence of an
stationary measure for P , in this case one can give a more elementary argument. Since P1 = 1

we have that 1 ∈ sp(P) = sp(P∗). Consider ν⃗ such that P∗ν⃗ = ν⃗ and write ν⃗ = ν⃗+ − ν⃗− with
ν⃗∗ non-negative. Since P∗ preserves non-negative vectors, necessarily P∗ν⃗∗. Observe that at
least one of these vectors is non identically zero, say ν⃗+. Then ν⃗0 = 1∑

i ν
+(i)

ν⃗+ ∈ ∆ is a stationary
distribution for P .

pdcarrasco@mat.ufmg.br



7.3 Dynamical Processes 115

If ν⃗ is a stationary distribution then the corresponding measure Pν is the Markov measure
associated to (ν⃗,P): in this case it holds

ν(i) =
d∑
j=1

ν(j)P (i, j) ∀i.

Observe in particular that if P is positive (P (i, j) > 0 for all i, j), or even if some power of P is
positive, then ν(i) > 0∀i. As Pm represents the m -step transitions, the fact of this matrix being
poisite means that for any pair of states i, j there is path in the associated graph defined by TP of
lenght at most m, starting from i and ending in j.

Definition 7.3.12. A non-negative matrix A is primitive if there exists m such that Am is a positive
matrix.

Convention:. We’ll assume that P is primitive.

We’ll discuss now the uniqueness of the stationary distribution of P.

Lemma 7.3.11 (Brin). Let K ⊂ Rd be a polyhedron containing the origin on its interior and
A ∈ Matd such that A(K) ⊂ K◦. Then ρ(A) < 1.

Proof. Necessarily ρ(A) ≤ 1; let λ = ρ(A) and assume by means of contradiction that |λ| = 1.
Now λ cannot be a root of the unity, otherwise changing A by a power we can assume λ = 1 and
A has a fix point on ∂K, which is impossible since A(K) ∩ ∂K = ∅. Then λ is irrational, and
therefore there exists a two dimensional subspace E ⊂ Rd such that A|E is an irrational rotation.
Take any point p ∈ ∂K ∩ E and observe that for some subsequnce (ϕ(n))n ⊂ N, Aϕ(n)p −−−→

n→∞
p.

This is also impossible since for some open neighboourhood U of ∂K, Aϕ(n)K ∩ U = ∅. ■

Now we can prove.

Proposition 7.3.12. If P is primitive then its stationary distribution ν⃗ is unique.

Proof. It suffices to show that 1 is a simple eigenvalue of P, and since sp(Pm) = {λm : λ ∈ sp(P)}
it is no loss of generality to assume that P is positive. Consider f : ∆ ý given by f(ν⃗) = P∗ν⃗
and note that it sends ∆ to its interior. Let ν⃗0 be a fix point of f with positive entries, and define
K := ∆ − ν⃗0. Applying the previous lemma to f : K ý we deduce that sp(P∗|span {K}) < 1,
but since span {K} is d− 1 dimensional we deduce that 1 is a simple eigenvalue, and all other
eigenvalues of P∗ have modulus less than 1. ■

Corollary 7.3.13. Let ν⃗ be the unique stationary distribution of P. Then for every µ⃗ ∈ ∆,

(P∗)nµ⃗ −−−→
n→∞

ν⃗.

Proof. We can write µ⃗ = ν⃗ + x⃗ where x⃗ ∈ E = {y⃗ :
∑d

i=1 yi = 0}. The hyperplane E is P∗ -
invariant and ρ(P∗|E) < 1, thus

(P∗)nµ⃗ = ν⃗ + (P∗)nx⃗ −−−→
n→∞

ν⃗.

■
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Remark 7.3.5. Above we essentially gave the proof of the Perron-Frobenius theorem for a (stochastic)
primitive matrix: if A is primite we can guarantee the existence of λ ∈ sp(A) satisfying

• λ is simple and positive.

• λ′ ∈ sp(A), λ′ ̸= λ⇒ |λ′| < λ.

• λ has an eigenvector v⃗λ with positive entries. This is called the Perron eigenvector of the matrix.

This apparently more general case can be reduced to the stochastic one by the process of relativization:
one first establishes the existence of λ > 0, v⃗ > 0 and then considers the stochastic matrix B =
1
λ
D−1AD where D = diag(v1, · · · , vn).

Example 7.3.2. Let us consider the simplest case d = 2. Here the initial distribution is given by a
vector µ⃗ = (µ, 1− µ)for some 0 < µ < 1, whereas the matrix P is of the form[

1− p p
q 1− q

]
,

for some 0 < p, q < 1. Thus, for every n ≥ 0 we have

P(Xn+1 = 1 |Xn = 0) = p

P(Xn+1 = 0 |Xn = 1) = q.

We can then compute

P(Xn+1 = 0) = P(Xn+1 = 0, Xn = 0) + P(Xn+1 = 0, Xn = 1)

= P(Xn+1 = 0 |Xn = 0)P(Xn = 0) + P(Xn+1 = 0 |Xn = 1)P(Xn = 1)

= (1− p)P(Xn+1 = 0) + qP(Xn = 1) = (1− p− q)P(Xn = 0) + q

and since P(X0 = 0) = µ, by some simple induction we get

P(Xn = 0) = (1− p− q)nµ+ q

(
n−1∑
k=0

(1− p− q)j
)

= (1− p− q)n + q
1− (1− p− q)n

p+ q

=
q

p+ q
+ (1− p− q)n

(
µ− q

p+ q

)
which in turn implies

P(Xn = 1) = (1− q

p+ q
)− (1− p− q)n

(
µ− q

p+ q

)
=

p

p+ q
− (1− p− q)n

(
1− µ− p

p+ q

)
.

Since |1− p− q| < 1, we finally deduce

lim
n

P(Xn = 0) =
q

p+ q

lim
n

P(Xn = 1) =
p

p+ q
,

and the stationary distribution is ν⃗ = ( q
p+q

, p
p+q

), as expected.
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7.4 K - systems

For a σ -algebra A ⊂ BΩ, its tail σ -algebra is

Tail(A) :=
∞⋂
n=0

∞∨
i=n

T−iA (7.7)

If P is a (finite) partition, then Tail(P) := T(P̂).

Definition 7.4.1. We say that (T, P) is a K - process if Tail(P) =P Nσ - al.

Triviality of the Tail σ -algebra is what is called Kolmogorov 0-1 law. For the time being
we’ll assume that the dynamical process is given in its natural representation, hence Ω =
{1, · · · , d}Z , P = {[i]0 : 1 ≤ i ≤ d} and T = σ. Observe that if P = {[i] : 1 ≤ i ≤ k} then

Tail(P) =
⋂
n≥0

σalg.gen.(Xn, Xn+1, · · ·)

Convention. We denote for −∞ ≤ n ≤ m ≤ +∞, Bm
n := σalg.gen.(X

m
n ). In particular,

B0
0 = σalg.gen.(P)

B+∞
n =

+∞∨
i=n

σ−iP

Example 7.4.1. Bernoulli shifts are K-systems. The algebra A =
⋃
n≥0 B

n
−n generates BΩ, given

A ∈ BΩ we can find a sequence Bm ∈ Bm
−m such that limm P(A△Bm) = 0. Assume that A ∈

Tail =
⋂
n≥0 B

+∞
n , and note that since Tail and Bm

−m are independent, P(A ∩ Bm) = P(A) ·
P(Bm). On the other hand,

P(A△Bm) + P(A ∩Bm) = P(A ∪Bm) = P(A) + P(Bm)− P(A ∩Bm)

⇒ 2P(A) · P(Bm) = P(A) + P(Bm)− P(A△Bm)

⇒ taking lim
m
, P(A)2 = P(A) ∴ P(A) ∈ {0, 1}.

It turns out that K - systems satisfy a uniform mixing condition, as given below

Proposition 7.4.1. T is a K - system if and only if for every B ∈ BΩ,

lim
n

sup
A∈B+∞

n

|P(A ∩B)− P(A)P(B)| = 0.

Proof. Assume first that T is a K - system. Then

an := sup
A∈B+∞

n

|P(A ∩B)− P(A)P(B)| = sup
A∈B∞

n

|
∫
1A · (P(B |B∞

n )− P(B)) dP|

≤ sup
A∈B∞

n

∥P(B |B∞
n )− P(B)∥L1.

Since B∞
n ↘ Tail, by Doob’s theorem limn∥P(B |B∞

n )− P(B)∥L1 = 0, and the first part follows.
The converse is direct and left as an exercise. ■
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Corollary 7.4.2. If T is a K - system then it is strong mixing.

Proof. By lemma 5.2.1 it suffices to show that A ∈ BN
−N , then

P(T−nA ∩ A) −−−→
n→∞

P(A)2

Note T−nA ∈ Bn+N
n−N ⊂ B∞

n−N , and thus

lim sup
n
|P(T−nA ∩ A)− P(A)2| ≤ lim

n
sup
C∈B∞

n

|P(C ∩ A)− P(C)P(A)| = 0.

■

Let us now go back to the general case T : (M,BM, µ) ý.

Definition 7.4.2. We say that T is a Kolmogorov system (usually abbreviated by saying T is
Kolmogorov ) if for every finite partition P, the process (T, P) is a K - system.

The following is direct.

Lemma 7.4.3. If there exists a generating partition P such that (T, P) is a K system, then T is
Kolmogorov.

For making further progress we’ll cite without proof the following highly non-trivial result
due to Krieger.

Theorem 7.4.4. Suppose that T : (M,BM, µ) ý is an ergodic system and let A ⊂ BM be a sub
σ -algebra satisfying:

• T−1A ⊂ A.

• T n(A) ↑ BM.

Then there exists P ⊂ A finite generator for T .

Now suppose that we are given a system T together with A ⊂ BΩ sub σ -algebra such that

K-1 T−1A ⊂ A.

K-2 T n(A)↗ BM.

K-3 T−n(A)↘N

It is an exercise for the reader that in this case the system is ergodic, thus by Krieger’s theorem
we can find a finite generator P which by the last property has trivial tail. It follows that T is
a Kolmogorov system. Conversely, if T is Kolmogorov the σ -algebra A := Bn

−∞ satisfies the
conditions K-1,K-2 and K-3. In the literature, sometimes the definition of Kolmogorov system is
given in terms of an σ -algebra A as before instead of the Tail σ -algebra of the process.

Let us assume that T is Kolmogorov and consider A satisfying K-1,K-2 and K-3. We denote by
An := T−nA,Hn = L2(M,An); then UTHn ⊂ Hn−1. For f ∈ L2(BM),

lim
n→+∞

Eµ(f | An)
L2

= f

lim
n→−∞

Eµ(f | An)
L2

=

∫
f dµ.
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Note that we have a sequence of subspaces

C =
⋂
n

Hn ⊂ · · ·Hn · · ·H−1 ⊂ H0 ⊂ · · ·L2(BM).

We can thus decompose L2(BM) into orthogonal sub-spaces

L2(BM) = C⊕
⊕
n∈Z

⊥
Hn ⊖Hn−1, (7.8)

and for f ∈ C⊥,

f =
+∞∑

n=−∞

Eµ(f | An)− Eµ(f | An+1).

Let us consider (hj)j∈J orthonormal basis ofH0⊖H−1 = L2(A)⊖L2(T−1A). Since UTEµ(f |An) =
Eµ(f ◦ T | An−1) and by the previous formula, it follows that

{Um
T hj : m ∈ Z, j ∈ J}

is an orthonormal basis of C⊥ and T has Lebesgue spectrum.

Proposition 7.4.5 (Rohklin). If M is nice measure space different from a single atom then J is
infinite (i.e. T has Lebesgue spectrum of infinite multiplicity).

Proof. We start by noting that T−1A does not contain atoms; otherwise since µ is mixing, it is
supported on a fixed point {x} ∈ A. Since T nA ↗ BM we get that M a.e.

= {x}, which contradicts
that M is not a point.

Next we show that L2(A)⊖L2(T−1A) is infinite dimensional, which by the previous discussion
concludes the proof. Consider 0 ̸= f ∈ L2(A) ⊖ L2(T−1A) and take B = f−1(R∗): observe
that L2(A∩B)⊖L2(T−1A∩B) ⊂ L2(A)⊖L2(T−1A), so it suffices to show that L2(A∩B)⊖
L2(T−1A ∩B) is infinite dimensional.

Since T−1A ∩ B is non atomic, by a well known argument in measure theory we can find
C1 ∈ T−1A ∩ Bwith µ(C1) = 1

2
. Similarly, we can find C2 ⊂ M \ C1 with µ(C2) = µ(C1)

2
, and

so on. This way we construct an infinite pairwise disjoint sequence (Cn)n ∈ T−1A ∩ B, where
µ(Cn) > 0∀n. Finally, observe that {f ·1Cn} ⊂ L2(A∩B)⊖L2(T−1A∩B) is an infinite orthogonal
family, and thus the later Hilbert space is infinite dimensional. ■

Example 7.4.2. A transformation T : (M,BM, µ) ý is said to be mixing of order 2 if given
A,B,C ∈ BM there exists subsequences (ϕ(n))n, (ψ(n))n ⊂ N such that

• |ϕ(n)− ψ(n)| −−−→
n→∞

∞.

• µ(A ∩ T−ϕ(n)B ∩ T−ψ(n)C) −−−→
n→∞

µ(A)µ(B)µ(C).

It is a result of Rohklin that K systems are mixing of order 2. As far as I understand, it is not known
if mixing implies mixing of order two.
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7.5 Weak and Very Weak Bernoulli Systems

We’ll present a couple of additional types of processes for completeness, as we won’t study these
in the course. The reader can consult the monographs [18, 28] for details. For the following we
use the definitions of distance between processes given in Appendix C. The notion of ϵ - indepence
(section 8.1.2) is latent, but not mentioned.

Consider (T, P) a dynamical process, P being a generator, and T ergodic. Observe that we
can re-phrase the definition of Bernoulli process saying that for every n ∈ N, the partition P is
independent of ∨nk=1T

k. For a given partition P (or σ -algebra), let us say that a property holds
ϵ - a.e.atom P ∈ P if exists A that is P measurable, with µ(A) ≥ 1− ϵ where the property holds.

Definition 7.5.1. The system (T, P) is said to be

1. Weak Bernoulli (W.B.) if given ϵ > 0 there exists m > 0 so that for every n, for ϵ - a.e.atom
P ∈ ∨n−1

k=0T
−k it holds

d(∨n+mk=mT
kP,∨n+mk=mT

kP|P ) < ϵ.

2. Very Weak Bernoulli (V.W.B.) if given ϵ > 0 there exists m > 0 so that for every n, for
ϵ - a.e.atom P ∈ ∨n−1

k=0T
−k it holds

d̄(∨n+mk=mT
kP,∨n+mk=mT

kP|P ) < ϵ.

Observe that Bernoulli⇒W.B.⇒ V.W.B.⇒ Kolomogorov system.

Theorem 7.5.1. Consider a dynamical process (T, P), where P is not necessarily a generator.

1) - Friedman and Ornstein: if P ergodic generator, then T is Bernoulli.

2) - Ornstein and Weiss: if T is Bernoulli, then P is V.W.B.

In the second part, it is not true in general that P is W.B.

Example 7.5.1. Suppose that f : (M,µ) ý is a conservative Anosov system of class C2(M). Let P
be a partition with piecewise smooth boundaries. Then it is a result of Azencott and Bowen that P is
W.B.

The idea of the proof is to use the Markov partition for hyperbolic maps: there exists a SFT
ΣA, and a Hölder semi-conjugacy h : (σ,ΣA)→ (f,M) that is uniformly bounded to one, and one
to one on the pre-image of a generic set. This allows to translate Ergodic Theory questions on the
system (f, µ), to the much more manageable shift space. The fact P is piecewise smooth permits to
approximate it by partitions that behave nicely with respect to h. Lifting everything, one then has to
show that the partition Q by cylinders is W.B. (we remark that µ does not lift to a Markov measure
in general2). In any case, using tools from thermodynamic formalism, one shows that

α(m) = sup
n≥0

d(∨m+n
k=mT

kQ,∨n−1
k=0T

−kQ) ≤ C exp(−cm)

where C, c > 0. This shows that Q is W.B.

2µ is the SRB, if that makes sense to you
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7.6 Degree of Randomness

We have been studying different types of systems, particularly the following:

1. Bernoulli systems.

2. Kolmogorov systems.

3. Systems with Lebesgue spectrum.

4. Systems with absolutely continuous spectrum

5. Mixing systems

6. Weak mixing systems.

7. Ergodic systems.

We have proven that, in the list above, these categories are ordered by inclusion (Bernoulli
systems are Kolmogorov, Kolmogorov systems hae Lebesgue spectrum, and so on). In this short
part we show that the inclusions are strict.

Bernoulli systems ⊊ Kolmogorov systems. The first of example of a Kolmogorov system
that is not Bernoulli was given (in a tour de force) by Ornstein on a shift space [19]. Later Katok
gave a differentiable (conservative) example [12].

Bernoulli systems are the “most” chaotic system in the list. It is interesting to point out that in
any compact manifold (which is not the circle) there are conservative Bernoulli systems.

Theorem 7.6.1 (Katok, Dolgopyat-Pesin). Let M be a compact boundaryless manifold of dimension
greater than one. Then there exists f ∈ Diff∞(M) preserving a smooth volume µ such that (f, µ)
is a Bernoulli shift.

Kolmogorov systems ⊊ Systems with Lebesgue spectrum. It turns out that the time-one
map of the horocycle flow corresponding to an hyperbolic surface of constant negative curvature
has (infinite) Lebesgue spectrum. However, this system cannot be Kolmogorov, as it has zero
entropy.

Systems with Lebesgue spectrum = Systems with absolutely continuous spectrum? No
examples are known.

Systems with absolutely continuous spectrum ⊊ mixing systems. Given a symmetric
and positive definite matrix P= (Pij)1≤i,j≤n consider the measure µn ∈ Pr(Rn) given by

µn = cn · ρλ

where λ is the Lebesgue measure, ρ(x) = exp(⟨−1
2
P−1x, x⟩) and cn is chosen so µ(Rn) = 1.

Letting Xi : Rn → R the projection, it is direct to check that Eµ(Xi) = 0 (centered case).
Furthermore,

cov(Xi, Xj) = Pij.
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This is proven (guided exercise) in Mañès book [15], and in many other places.
Now suppose that P = (Pij)1≤i,j≤∞ is such that for every n its restriction P|1 ≤ i, j ≤ n is

symmetric and definite positive; it is not hard to show that the family of distributions {µn}n≥1

satisfy the compatibility conditions of theorem 7.2.4, and therefore there exists (a unique) process
in Ω = R∞ having these finite dimensional distributions.

Observe that by the covariance formula above, the coefficients of P are completely determined
by the measure µ. Since σµ is given by the infinite matrix (Qi,j = Pi+1,j+1)1≤i,j≤∞, we deduce by
the uniquess part in Ionescu-Tulcea theorem that µ is σ invariant if and only if

Pi+1,j+1 = Pi,j ∀1 ≤ i, j.

Assuming stationary regime, observe that P is determined by a sequence (an)n≥0,

Pij = a|i−j|.

Definition 7.6.1. (an)n≥0 is the covariance sequence of the process.

Observe that an = Pn,0 = ⟨UnX0, X0⟩ is the n -th Fourier coefficient of the spectral measure
corresponding to X0. By approximation it follows that if limn→∞ an = 0 then the system is
weak-mixing. In fact, it is strong mixing (theorem 10.4 in [15]). Howwever, we have the
following.

Proposition 7.6.2. There exist positive definite sequences {an}n≥0 ⊂ c0 that are not the sequence of
Fourier coefficients of a probability measure ν ∈ Pr(T) that is absolute continuous with respect to
Lebesgue. In particular, there exist Gaussian processses that are mixing but do not have Lebesgue
spectrum.

Proof. Let Leb be the Lebesgue measure on T and consider L1 = L1(T,Leb),L∞ = L∞(T,Leb)
with the natural pairing ⟨·, ·⟩ : L∞ ×L1 → C,

⟨f, g⟩ =
∫
f̄ g dLeb.

Recall also that we can identify c0∗ = ℓ1 via

ϕ ∈ c0∗ ⇒ ϕ(x) =
∞∑
n=0

ānxn

for some (an)n ∈ ℓ1. Define A : L1 → c0 by A(g)(n) =
∫
e(−nt)g(t) dt; it is a bounded linear

operator. Its adjoint A∗ : ℓ1 → L∞ can be computed as follows: for a ∈ ℓ1 and g ∈ L1,

⟨A∗a, g,=⟩a(Ag) =
∞∑
n=0

ān

∫
e(−nt)g(t) dt =

∫ ∑
n≥0

ane(nt)g(t)dt,

and therefore A∗(a) =
∑

n≥0 ane(n·). Clearly the image of A∗ contains all the trigonometric
polynomials; however we claim that f(t) = t is not the image of A∗. Indeed, if

t =
∑
n≥0

ane(nt)⇒ an =

∫
te(−nt)dt
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For n ̸= 0 we get

an =
e(−nt)
−4π2n2

(2πnt− 1)|10 =
1

4πn2
− 1

2πn

contradicting the fact that (an)n ∈ ℓ1. Note that since trigonometric polynomials are dense in
L∞ the above implies that Im(A∗) is not closed. Since Im(A∗) is closed if and only if Im(A) is
closed (Closed Range theorem), it follows in particular that A cannot be surjective. ■

Mixing ⊊ weak-mixing systems This has already been disussed in section 5.3.

Weak-mixing ⊊ ergodic systems Ergodic translations in abelian groups (say, irrational
rotations) are never weak-mixing.

Exercises

1. Show that given a probability P on Ω = SN there exists a process with distribution P.

2. Show that if T is a Bernoulli shift and k ∈ N there exists a Bernoulli shift S so that Sk = T .

3. For a process (T, P) (P ergodic generator), show the following.

(a) (T, P) is W.B. iff given ϵ > 0 there exists m > 0 such that for every n exists An that is
∨m+n
k=mT

kP measurable, and satisfying.

• µ(An) ≥ 1− ϵ.
• For every atom P ∈ ∨m+n

k=mT
kP, P ⊂ An one can find a map ϕ : P →M and Q ⊂ P

of relative measure ≥ 1− ϵ such that

x ∈ Q⇒ T kx, T kϕ(x) are in the same atom of P, ∀0 ≤ k ≤ n− 1 (7.9)

(b) (T, P) is V.W.B. iff given ϵ > 0 there exists m > 0 satisying a similar condition as above,
but changing (7.9) by

x ∈ Q⇒ T kx, T kϕ(x) are in the same atom of P
for all 0 ≤ k ≤ n− 1, except no more than ϵn indexes
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CHAPTER 8

Metric Entropy of a Transformation

Throughout this chapter (M,BM, µ) will denote a fixed probability space.

8.1 Information and entropy for Finite Partitions

In this section all partitions are finite. As was mentioned before, determining any data about a
simple event x is difficult, and one opts for determine, given a partition P, to which atom of P the
event x belongs; knowing the atom P (x) gives us some information. This notion is formalized by
assigning some positive value to each atom as follows.

Definition 8.1.1. The information of P is the measurable function defined as

Iµ (P) (x) = − log µ(P (x))

Clearly Iµ (P) is a simple function. The choice of the positive value assigned to each atom is
made so that this function satisfies certain natural additivity conditions. We will also consider
the average of the information.

Definition 8.1.2. The entropy of P = {P1, · · · , Pk} is

Hµ (P) :=

∫
Iµ (P) dµ = −

k∑
i=1

µ(Pi) · log µ(Pi)

We can interpret Hµ (P) as the average information gained by knowing in which atom of P
our simple events are.

Now suppose that P is a partition of M and A ∈ BM is of positive measure. Then PA = {Pi∩A}
is a partition of A and in particular we can compute IµA (P) , HµA (P) (no risk of confusion arises
here by writing P = PA).

Definition 8.1.3. Let P, Q partitions.

1. The information of P conditioned to Q is

Iµ (P|Q) (x) := − log µQ(x)P (x)

2. The entropy of P conditioned to Q is

Hµ (P|Q) :=
∫

Iµ (P|Q) (x) dµ(x).
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126 Metric Entropy of a Transformation 8.1

We interpret Hµ (P|Q) as the average information gained by knowing P, provided that we
already know Q. Note

Iµ (P|Q) = −
∑
i,j

log µQj
(Pi) · 1Pi∩Qj

=
∑
j

(
−
∑
i

log µQj
(Pi) · 1Pi

)
1Qj

and thus

Iµ (P|Q) =
∑
j

IµQj
(P) · 1Qj

(8.1)

Hµ (P|Q) =
∑
j

µ(Qj) · HµQj
(P) (8.2)

Recall: (cf. Appendix). If Q = {Qj}j partition and f ∈ Fun(M)≥0 then

Eµ(f |Q) =
∑
j

(∫
f dµQj

)
1Qj

and in particular for f = 1A

µ(A|Q) := Eµ(1A|Q) =
∑
j

µQj
(A) · 1Qj

We deduce

Iµ (P|Q) =
∑
i

(
−
∑
j

log µQj
(Pi) · 1Qj

)
1Pi

which in turn implies

Iµ (P|Q) =
∑
i

− log µ(Pi|Q) · 1Pi
(8.3)

Hµ (P|Q) = −
∫ ∑

i

log µ(Pi|Q) · 1Pi
· dµ =

∫ ∑
i

−µ(Pi|Q) · log µ(Pi|Q) · dµ (8.4)

where in the last equality we have used that for every i, log µ(Pi|Q) ∈ L∞(Q̂).
We will now establish some basic properties of the functions Iµ (P|Q) , Hµ (P|Q).

Recall: (Jensen’s inequality (proposition A.4.1)). Let C ⊂ BM be a σ -algebra and f ∈ L1 (or in
Fun(M)≥0). If ϕ : R→ R is concave and ϕ(f) ∈ L1 then

Eµ(ϕ ◦ f |C) ≤ ϕ(Eµ(f |C)) µ - a.e.

In ϕ is strictly concave then we have equality if and only if f is C -measurable.
Particular case: It holds∫

ϕ ◦ f dµ ≤ ϕ(

∫
f dµ)

If ϕ is strictly concave we have equality if and only if f is constant - a.e.
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Example 8.1.1. Let t1, . . . , tk ∈ R, λ1, . . . , λn ≥ 0 with
∑

i λi = 1. If ϕ is concave then∑
i

λiϕ(ti) ≤ ϕ(
∑
i

λiti).

If moreover ϕ strictly concave, there is equality if and only if t1 = · · · = tn.
This follows by applying the particular case of Jensen to M = {t1, . . . , tk}, µ =

∑
i λiδtiand

f = inc :M → R.

8.1.1 Properties of the Entropy

Consider the real function

φ(x) =

{
0 x = 0

−x log x x > 0

Then φ is strictly concave and continuous on [0,+∞). Note that for P = {Pi}i, Hµ (P) =∑
i φ(µ(Pi)).
Let P, Q, R be partitions. Then we have the following properties.

P-1. For P = {Pi}ki=1, it holds Hµ (P) ≤ log k. There is equality if and only if µ(P1) = · · · = µ(Pn)(=
1/k).

Proof. This is consequence of the inequality in example 8.1.1:

1

k
log k = φ(

1

k
) = φ

(∑
i

1

k
µ(Pi)

)
ti := µ(Pi), λi =

1

k

≥
∑
i

1

k
φ(µ(Pi)) =

1

k
Hµ (P ) .

■

P-2. Addition formula:

Iµ (P ∨ Q|R) = Iµ (P|R) + Iµ (Q|P ∨ R) (8.5)

⇒ Hµ (P ∨ Q|R) = Hµ (P|R) + Hµ (Q|P ∨ R) (8.6)

Proof. Let us first assume that R̂ = Nσ - al. Then

Iµ (P ∨ Q) = −
∑
i,j

1Pi∩Qj
log µ(Pi ∩Qj) =

∑
j

1Qj

(∑
i

−
(
log µ(Pi) + log µPi

(Qj)
)
1Pi

)
= Iµ (P) + Iµ (Q|P) .

Using the particular case and section 8.1,

Iµ (P ∨ Q|R) =
∑
k

IµRk
(P ∨ Q) · 1µRk

=
∑
k

(Iµ (µRk
) P+ Iµ (µRk

) Q|P) · 1µRk

= Iµ (P|R) + Iµ (Q|P ∨ R) .

■
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P-3. Hµ (P|Q) = 0⇔ P ≤ Q.

Proof. The quantity Hµ (P|Q) =
∑

j µ(Qj)HµQj
(P) is equal to zero if and only if HµQj

(P) = 0 for
all j, and this happens if and only if

∀ j, P|Qj = {∅, Qj}
which is an equivalent way of saying that P ≤ Q. ■

P-4. Hµ (·|R) is increasing: if P ≥ Q then

Iµ (Q|R) ≤ Iµ (P|R)
Hµ (Q|R) ≤ Hµ (P|R)

Proof.

Iµ (P|R) = Iµ (P ∨ Q|R) = Iµ (Q|R) + Iµ (Q|R ∨ P) ≥ Iµ (Q|R) .
■

P-5. Hµ (P|·) is decreasing: If R ≤ Q then

Hµ (P|Q) ≤ Hµ (P|R) .

Proof. By formula (8.4),

Hµ (P|R) =
∫ ∑

i

ϕ(µ(Pi|R)) dµ.

Since R ≤ Q, for every f ∈ Fun(M)≥0 we have Eµ(f |R) = Eµ(Eµ(f |Q)|R) hence in particular
taking f = µ(Pi|R),

µ(Pi|R) = Eµ(µ(Pi|Q)|R)⇒ ϕ(µ(Pi|R)) ≤ Eµ(ϕ(µ(Pi|Q))|R) ∀i (8.7)

thus

Hµ (P|R) =
∫ ∑

i

ϕ(µ(Pi|R)) dµ ≤
∫ ∑

i

Eµ(ϕ(µ(Pi|Q))|R) dµ

=

∫ ∑
i

ϕ(µ(Pi|Q)) dµ = Hµ (P|Q) .

■

P-6. It holds

Hµ (P|Q) ≤ Hµ (P)

Hµ (P ∨ Q) ≤ Hµ (P) + Hµ (Q)

We have equality in any (all of) the previous formulas if and only if P, Q are independent.

Proof. Using R = Nσ - al in the previous part and (8.6), we obtain directly the inequalities. By
strict concavity of ϕ, we have equality if and only we have equality in (8.7) for every i. Using
Jensen, this follows if and only if for every i the function µ(Pi|Q) is Nσ - al measurable (⇒
constant). Hence, equality holds if and only if

∀i, ∀Qj ∈ Q, µ(Pi)µ(Qj) =

∫
Qj

µ(Pi|Q) dµ = µ(Qj ∩ Pi),

as we wanted to show. ■

The inequality for Iµ (·) is not valid in general. See next figure.
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P Q

Figure 8.1: For M = [0, 1]2, µ = λ and P,Q as in the figure, Iµ (P) ̸≥ Iµ (P|Q).

8.1.2 ϵ - independence.

The material of this part is optional and can be skipped in a first reading.

Definition 8.1.4. Let P, Q be partitions and ϵ > 0. We say that P is ϵ-independent of Q (denoted
P ⊥ϵ Q if ∃ Qϵ ⊂ Q such that

µ(Qϵ) := µ(∪Qj∈Qϵ) < ϵ

and for every Qj ̸∈ Qϵ, it holds∑
i

|µ(Pi)− µQj
(Pi)| < ϵ.

This means that P divides all atoms of Q more or less in the same way than it divides M ,
except maybe for a set of atoms of small measure (< ϵ).

We first note that even though the definition is not symmetric in P, Q, it almost is.

Lemma 8.1.1. P ⊥ϵ Q implies Q ⊥
√
3ϵ P

Proof. We compute,∑
i

µ(Pi)
∑
j

|µ(Qj)− µPi
(Qj)| =

∑
i,j

|µ(Qj)µ(Pi)− µ(Qj ∩ Pi)| =
∑
i,j

xi,j

=

(∑
j∈Qϵ

+
∑
j ̸∈Qϵ

)∑
i

xi,j <
∑
j∈Qϵ

∑
i

xi,j + ϵ
∑
j ̸∈Qϵ

µ(Qj) <
∑
j∈Qϵ

2µ(Qj) + ϵ
∑
j ̸∈Qϵ

µ(Qj) < 3ϵ.

Call Pi “bad” if
∑

j |µ(Qj)− µPi
(Qj)| >

√
3ϵ. By the previous computation,

µ(
⋃
Pi bad

Pi) <
√
3ϵ.

■

Independence on a large portion of the space implies ϵ-independence. This is the context of
the next Lemma.

Lemma 8.1.2. Suppose that X ∈ BM is such that µ(X) ≥ 1− ϵ2 and P, Q partitions of M satisfying
PX ⊥ QX . Then P ⊥3ϵ Q.
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Proof. Consider the family Q̃ := {Qj ∈ Q : µ(Qj ∩X) ≥ (1− ϵ)µ(Qj)}. We claim that µ(Q̃) ≥ 1− ϵ;
indeed

1− ϵ2 ≤ µ(X) =
∑
Qj∈Q̃

µ(Qj ∩X) +
∑
Qj ̸∈Q̃

µ(Qj ∩X) < µ(Q̃) + (1− ϵ)µ(Q̃c) = 1− ϵ+ ϵµ(Q̃)

which implies our claim. Consider Qj ∈ Q̃ and compute∑
i

|µ(Pi)−µQj
(Pi)| ≤

∑
i

|µ(Pi∩X)−µQj
(Pi∩X)|+

∑
i

|µ(Pi∩Xc)−µQj
(Pi∩Xc)| = A1+A2.

For A1, using that PX ⊥ QX we can write

µQj
(Pi ∩X) =

µ(Pi ∩Qj ∩X)

µ(X)
· µ(X)

µ(Qj)
=
µ(Pi ∩X)µ(Qj ∩X)

µ(X)µ(Qj)

and thus

A1 =
∑
i

µ(Pi ∩X)

∣∣∣∣1− µ(Qj ∩X)

µ(X)µ(Qj)

∣∣∣∣ = µ(X) ·
∣∣∣∣1− µ(Qj ∩X)

µ(X)µ(Qj)

∣∣∣∣ = |µ(X)− µQj
(X)|

We know that µ(X) ≥ 1− ϵ2, µQj
(X) > 1− ϵ, thus A1 < ϵ.

For A2 we simply write

A2 ≤ µ(Xc) +
∑
i

µ(Pi ∩Qj ∩Xc)

µ(Qj)
= µ(Xc) + µQj

(Xc) < ϵ2 + ϵ < 2ϵ.

Hence A1 +A2 < 3ϵ whenever Qj ∈ Q̃. Since µ(Q̃) ≥ 1− ϵ > 1− 3ϵ we conclude the Lemma. ■

Let us now see the relation between the concepts of ϵ - independence and entropy.

Proposition 8.1.3. Given ϵ > 0 there exists δ > 0 such that if P, Q are finite partitions,

Hµ (P)− Hµ (P|Q) < δ ⇒ P ⊥ϵ Q.

Proof (Smorodinsky).

Hµ (P)− Hµ (P|Q) =
∑
i

−µ(Pi) log µ(Pi)−
∑
j

µ(Qj)HµQj
(P)

=
∑
i

−

(∑
j

µQj
(Pi) · µ(Qj)

)
log µ(Pi) +

∑
j

µ(Qj)

(∑
i

µQj
(Pi) log µQj

(Pi)

)
=
∑
j

aj · µ(Qj)

with

aj =
∑
i

µQj
(Pi) log

µQj
(Pi)

µ(Pi)

It follows that Hµ (P)− Hµ (P|Q) < δ implies∑
aj≥

√
δ

µ(Qj) <
√
δ (8.8)
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We restrict ourselves to values of δ < ϵ2. Now it’s a Calculus Lemma: for finite sequences
(xi)i, (yi)i satisfying

a1) xi ≥ 0, yi > 0

a2) 1 =
∑
i

xi ≥
∑
i

yi

we define A((x)i, (yi)i) =
∑
xi log

xi
yi

Claim: Given ϵ > 0 there exists δ1 such that for all pair of sequences satisfying a1), a2) above
it holds

A((x)i, (yi)i) < δ1 ⇒
∑
i

|xi − yi| < ϵ.

In virtue of (8.8), the previous claim finishes the proof of the Proposition by taking δ = min{δ1, ϵ2}.
To prove it, note that by concavity of the logarithm

ρ(t) := t− 1− log t ≥ 0⇒ log
1

t
= 1− t+ ρ(t) t ̸= 0

Choose η <
√

ϵ
4

and so that ρ(t) < η ⇒ |1− t| < ϵ
4
. For xi ̸= 0 we write ρi = ρ(xi

yi
); then

log
xi
yi

= 1− yi
xi

+ ρi ⇒ xi log
xi
yi

= xi − yi + ρi.

and for xi = 0 we declare ρi := η. In any case,

A((x)i, (yi)i) =
∑

xi log
xi
yi

=
∑
i

(xi − yi) +
∑
i

ρixi =
∑
i

ρixi.

We conclude that A((x)i, (yi)i) < η2 implies
∑

ρi<η
xi ≥ 1− η. Note that in the previous sum we

can assume xi > 0. Then ρi = ρ(xi
yi
) < η implies |xi − yi| < ϵ

4
yi and thus

∑
ρi<η

|xi − yi| <
ϵ

4

∑
i

yi =
ϵ

4

Now observe,∑
ρi<η

yi =
∑
ρi<η

yi =
∑
ρi<η

yi − xi +
∑
ρi<η

xi ≥ 1− η − ϵ

4
≥ ϵ

4
.

if η sufficiently small. We conclude that A((x)i, (yi)i) < η2 implies∑
i

|xi − yi| ≤
∑
ρi<η

|xi − yi|+
∑
ρi≥η

xi +
∑
ρi≥η

yi < ϵ.

■

pdcarrasco@mat.ufmg.br



132 Metric Entropy of a Transformation 8.2

8.2 Countable Partitions and σ-algebras

It will be important later to have some more flexibility in the definitions of information and
entropy, specially regarding the conditional ones. We continue denoting (M,BM, µ) a fixed
probability space. In this part partitions are assumed to have (at most) countable many atoms.

Definition 8.2.1. Let P = {Pi}i partition of M and C ⊂ BM a σ -algebra.

1. The information and entropy of P are respectively

Iµ (P) :=
∑
i

− log µ(Pi) · 1Pi
(8.9)

Hµ (P) :=
∑
i

−µ(Pi) log µ(Pi) =
∫

Iµ (P) dµ (8.10)

2. The information and entropy of P conditioned to C are respectively

Iµ (P|C) :=
∑
i

− log µ(Pi|C) · 1Pi
(8.11)

Hµ (P|C) :=
∑
i

−
∫
Pi

log µ(Pi|C) dµ =

∫
Iµ (P|C) dµ (8.12)

The above reduces to definitions 8.1.1 and 8.1.2 in the case where both P and C are finite.
Indeed, if C = σalg.gen.(Q) where Q is a finite partition then

Iµ (P|C) = Iµ (P|Q) , Hµ (P|C) = Hµ (P|Q) .

Based on this we will use the notation Iµ (P|Q) , Hµ (P|Q) even if Q is a countable partition.

Definition 8.2.2. We denote

Z= {partition P : Hµ (P ) <∞}.

Several properties of Iµ (·) , Hµ (·) generalize directly to countable partitions with exactly the
same proof. For example we have.

Proposition 8.2.1.

1. Let P, Q, R be partitions. It holds

Iµ (P ∨ Q|R) = Iµ (P|Q) + Iµ (Q|P ∨ R)
Hµ (P ∨ Q|R) = Hµ (P|Q) + Hµ (Q|P ∨ R) .

2. If Q ≤ P then

Iµ (Q) ≤ Iµ (P) ;∴ Hµ (Q) ≤ Hµ (P)

3. Let P be a partition and C1 ⊂ C2 σ -algebras of BM. Then

Hµ (P|C1) ≥ Hµ (P|C2) .
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μ(P)

-log

i

μ(P)
i

Figure 8.2: Graph of the function λi.

Now we need more technology. The following Lemma is very important, and will allow us to
take limits in terms of algebras.

Lemma 8.2.2 (Chung’s Lemma). Let P ∈ Zand Cn ↗ BM be an increasing sequence of σ -algebras.
If f := supn{Iµ (P|Cn)} then f ∈ L1.

Proof. Denote λ(t) = µ(f > t) the cumulative distribution function of f . Then
∫
f dµ =∫∞

0
λ(t) dt. We compute

λ(t) = µ(sup
n
−
∑
i

1Pi
log µ(Pi|Cn) > t) = µ(inf

n

∑
i

1Pi
log µ(Pi|Cn) < −t)

=
∑
i

µ(Pi ∩ {inf
n
µ(Pi|Cn) < e−t}) =

∑
i

∑
n

µ(Pi ∩Qi
n)

where Qi
n = {x : µ(Pi|Cn) < e−t, µ(Pi|Ck) ≥ e−t for 0 ≤ k < n}. The trick is that the (Qi

n)n is
a pairwise disjoint family, and furthermore each Qi

n ∈ Cn because the family of σ algebras is
increasing. It follows

µ(Pi ∩Qi
n) =

∫
Qi

n

1Pi
dµ =

∫
Qi

n

µ(Pi|Cn)dµ ≤ e−tµ(Qi
n)

hence (cf. fig. 8.2),

λ(t) =
∑
i

∑
n

µ(Pi ∩Qi
n) ≤

∑
i

min{µ(Pi), e−t} =
∑
i

λi(t)

⇒
∫
X

fdµ =
∑
i

∫ ∞

0

λi(t)dt =
∑
i

(
− µ(Pi) log µ(Pi) +

∫ ∞

− log µ(Pi)

e−tdt
)
≤ Hµ (P) + 1.

■

Theorem 8.2.3. Let P ∈ Z and consider an increasing sequence of σ -algebras Cn ↗ C∞. Then

1. Iµ (P|Cn) −−−→
n→∞

Iµ (P|C∞) both - a.e. and in L1.
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2. Hµ (P |Cn)↘ Hµ (P |C∞).

Proof. Using Doob’s martingale convergence theorem,

∀i, µ(Pi|Cn)→ µ(Pi|C∞) µ - a.e.

which implies Iµ (P|Cn) → Iµ (P|C∞) µ - a.e.. By Chung’s Lemma and the DCT we also hace
convergence in L1. ■

We end this part defining entropy and information for (more) general σ -algebras. Recall that
a sub σ -algebra A ⊂ BM is said to be countably generated if there exists {An}n ⊂ A such that
A = σalg.gen.(

⋃
nAn). We need the following simple fact.

Lemma 8.2.4. If A is countably generated, then there exists an increasing sequence of finite
partitions (Pn)n such that Pn ↗ A, in the sense that

∨
n Pn = A.

Now assume that A, C are sub σ -algebras of BM with A countably generated, and assume
that (Pn)n, (Qk)k are sequences of finite partition converging to A, C as in the previous Lemma.
Fix k and observe that

Iµ (Qk|C) ≤ Iµ (Qk ∨ Pn|C) = Iµ (Pn|C) + Iµ (Qk|Pn ∨ C)
⇒Iµ (Qk|C) ≤ lim

n
Iµ (Pn|C) + Iµ (Qk|A ∨ C) = lim

n
Iµ (Pn|C)

by theorem 8.2.3. It follows that

lim
k

Iµ (Qk|C) ≤ lim
n

Iµ (Pn|C)

and by symmetry, they are equal. Thus we can define

Iµ (A|C) := lim
n

Iµ (Pn|C) (8.13)

where (Pn)n is any sequence of finite partitions increasing to A. We end up this part with the
following.

Proposition 8.2.5. Suppose that A1,A2, C ⊂ BM are countably generated σ-algebras. Then

Iµ (A1 ∨ A2|C) = Iµ (A1|C) + Iµ (A2|A1 ∨ C)
⇒Hµ (A1 ∨ A2|C) = Hµ (A1|C) + Hµ (A2|A1 ∨ C) .

Proof. The equality holds if C is finite thanks to proposition 8.2.1. Approximating C by finite
partitions and using theorem 8.2.3 the proof follows. ■

8.3 Entropy of a map

Now consider T : (M,BM, µ) ý. For a partition (or a σ -algebra ) P we denote

Pn = PnT = P ∨ T−1P ∨ · · · ∨ T−(n−1)P =
n−1∨
k=0

T−kP (8.14)

P+ =
+∞∨
k=0

T−kP (8.15)
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In the case when T is an automorphism we extend further the notation and write

P− =
+∞∨
k=0

T kP (8.16)

P± =
+∞∨

k=−∞

T kP (8.17)

Recall:. If C sub σ -algebra and f ∈ L1 (or f ∈ Fun(M)≥0) then

TEµ(f |C) = Eµ(f ◦ T |T−1C)

We deduce that if P is a partition, then

Iµ (P|C) ◦ T = Eµ(T−1P|T−1C) (8.18)

Hµ (P|C) = Hµ
(
T−1P|T−1C

)
(8.19)

Definition 8.3.1. For P ∈ Zwe define the metric entropy of T relative to P as

hµ(T ; P) := Hµ
(
P|T−1P+

)
Remark 8.3.1. The σ -algebra T−1P+ =

∨+∞
n=1 T

−kP consists of those events which are measurable
for the future of P. Thus, Hµ (P|T−1P+) represents the extra average information given by P if we
know its future.

Observe that

1. hµ(T ; P) ≤ Hµ (P) <∞.

2. If T is an automorphism, then hµ(T ; P) = Hµ (TP|P+).

3. It holds

Hµ
(
P+|T−1P+

)
= Hµ

(
P ∨ T−1P+|T−1P+

)
= Hµ

(
P|T−1P+

)
= hµ(T ; P).

Definition 8.3.2. We say that P is decreasing (with respect to T ) if P ≥ T−1P.

For example, for any partition P, P+ is decreasing. If P is decreasing then we can compute the
entropy simply as

hµ(T ; P) = Hµ
(
P|T−1P

)
(P decreasing).

Lemma 8.3.1. hµ(T ; P) = limn→∞
Hµ(Pn)

n
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Proof. We compute

Hµ (P
n) = Hµ

(
P ∨

n−1∨
1

T−kP

)
= Hµ

(
P| ∨n−1

1 T−kP
)
+ Hµ

(
T−1 ∨n−2

0 T−kP
)

= Hµ
(
P| ∨n−1

1 T−kP
)
+ Hµ

(
∨n−2

0 T−kP
)

by eq. (8.19)

= Hµ
(
P| ∨n−1

1 T−kP
)
+
(
Hµ
(
P| ∨n−2

1 T−kP
)
+ Hµ

(
∨n−3

0 T−kP
))

· · · =
n−1∑
i=1

Hµ
(
P| ∨n−i1 T−kP

)
+ Hµ (P ) =

n−1∑
i=1

Hµ
(
P| ∨i1 T−kP

)
+ Hµ (P ) n− steps

By Doob’s increasing Martingale theorem, Hµ
(
P| ∨i1 T−kP

)
−−−→
i 7→∞

Hµ (P|T−1P+), hence its Cesaro

average converges to the same limit as well. This concludes the proof. ■

It is possible to extend the above lemma as follows.

Proposition 8.3.2. Suppose that Q ≤ P and Hµ (P|T−1Q+) < +∞. Then

hµ(T ; P) = lim
n

Hµ (P
n|T−nQ+)

n
.

Proof. As an exercise (arguing as in the previous lemma) the reader can check that

Hµ
(
Pn|T−nQ+

)
=

n−1∑
i=0

Hµ
(
P|T−1Q+ ∨ Pi

)
.

Since Q+ ∨ Pn ↗ P+, using Hµ (P|T−1Q+) < +∞ we deduce the claim as consequence of the
increasing Martingale theorem. ■

A similar formula holds for the weaker partition.

Proposition 8.3.3. Suppose that Q ≤ P and Hµ (P|T−1Q+) < +∞. Then

hµ(T ; Q) = lim
n

Hµ (Q
n|T−nP+)

n
.

Proof. We start noting that

an :=
Hµ (Q

n|T−nP+)

n
≤ Hµ (Q

n|T−nQ+)

n
= hµ(T ; Q).

Fix ϵ > 0. By the addition formula for conditional entropies,

an =
Hµ (P

n|T−nP+)− Hµ (P
n|T−nP+ ∨ Qn)

n
= hµ(T ; P)−

Hµ (P
n|T−nP+ ∨ Qn)

n

≥ hµ(T ; P)−
Hµ (P

n|T−nQ+ ∨ Qn)
n

.
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We deduce by the previous proposition that for n sufficiently large it holds

hµ(T ; P) >
Hµ (P

n|T−nQ+)

n
− ϵ

hence for those n’s

an >
Hµ (P

n|T−nQ+)

n
− Hµ (P

n|T−n(Q+ ∨ Qn))
n

− ϵ = Hµ (Q
n|T−nQ+)

n
− ϵ = hµ(T ; Q)− ϵ.

From here follows. ■

Properties of hµ(T ;P ).

HT-1 0 ≤ m < m′ < +∞, P ∈ Z⇒ hµ(T ; P) = hµ(T ;
∨m′

m T−kP).

Proof. Since Q := ∨m′
m T

−kP = T−m∨m′−m
0 T−kP, we obtain using (8.19)

1

n
Hµ

(
n−1∨
0

T−kQ

)
=

1

n
Hµ

(
n+m′−m−1∨

0

T−kP

)
=
n+m′ −m

n
· 1

n+m′ −m
Hµ

(
n+m′−m−1∨

0

T−kP

)
.

Taking limit as n 7→ ∞ we conclude the claim. ■

HT-2 P, Q ∈ Z, Q ≤ P⇒ hµ(T ; Q) ≤ hµ(T ; P).

This is clear.

HT-3 If P, Q ∈ Z then

hµ(T ; P)− hµ(T ; Q) ≤ Hµ (P|Q) .

Proof. On the one hand,

Hµ (P
n) ≤ Hµ

(
n−1∨
0

T−kP ∨
n−1∨
0

T−kQ

)
= Hµ

(
∨n−1

0 T−kQ
)
+ Hµ

(
∨n−1

0 T−kP| ∨n−1
0 T−kQ

)
,

and on the other

Hµ
(
∨n−1

0 T−kP| ∨n−1
0 T−kQ

)
≤

n−1∑
i=0

Hµ(T
−iP| ∨n−1

0 T−kQ) ≤
n−1∑
i=0

Hµ
(
T−iP|T−iQ

)
= nHµ (P|Q) ,

therefore
1

n
Hµ (P

n)− 1

n
Hµ
(
∨n−1

0 T−kQ
)
≤ Hµ (P|Q) .

■

HT-4 If P, Q ∈ Z then

hµ(T ; P ∨ Q) ≤ hµ(T ; P) + hµ(T ; Q).

Proof. We have

hµ(T ; P ∨ Q) = Hµ
(
P ∨ Q|T−1P+ ∨ T−1Q+

)
= Hµ

(
P|T−1P+ ∨ T−1Q+

)
+ Hµ

(
Q|P+ ∨ T−1Q+

)
≤ Hµ

(
P|T−1P+

)
+ Hµ

(
Q|T−1Q+

)
= hµ(T ; P) + hµ(T ; Q).

■
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HT-5 Given ϵ > 0 there exists δ > 0 such that

P ∈ Z, Hµ (P )− hµ(T ; P) < δ ⇒ (T−iP)∞i=0 is ϵ− independent.

Proof. By proposition 8.1.3 given ϵ > 0 there exists δ > 0 such that Hµ (P)− Hµ (P|Q) < δ implies
P ⊥ϵ Q. Thus for every n ≥ 0,

hµ(T ; P) ≤ Hµ
(
P| ∨n−1

1 T−kP
)
≤ Hµ (P)

⇒ if Hµ (P)− hµ(T ; P) < δ ⇒ Hµ (P)− Hµ
(
P| ∨n−1

1 T−kP
)
< δ

⇒ P ⊥ϵ ∨n−1
1 T−kP ∀n ≥ 1⇒ (T−iP)∞i=0 is ϵ− independent.

■

Definition 8.3.3. The (metric) entropy of the map T is

hµ(T ) = sup
P∈Z

hµ(T ;P )

Remark 8.3.2. Consider P = (Pi)i ∈ Z. Given ϵ > 0 there exists nϵ such that

∞∑
i=nϵ

−µ(Pi) log µ(Pi) < ϵ.

Consider Pϵ := {P1, . . . , Pnϵ−1,∪∞i=nϵ
Pi}. Then Pϵ is a finite partition and

hµ(T ; P)− hµ(T, Pϵ) ≤ Hµ (P|Pϵ) =
∞∑
i=nϵ

−µ(Pi) log µ(Pi) < ϵ.

If follows

hµ(T ) = sup
P finite

hµ(T ; P)

Properties of the metric entropy

ET-1 Ifm ∈ N then hµ(T k) = m·hµ(T ). Moreover, if T is an automorphism then hµ(T ) = hµ(T
−1),

and thus hµ(T k) = |m| · hµ(T ) for all m ∈ Z.

Proof. Note first that hµ(Id) = 0, for if P is any partition then P+ = σalg.gen.(P) and thus hµ(Id, P) =
0 for every P ∈ Z. Now fix m ≥ 1 and take P ∈ Z. Then

hµ(T
m; P) ≤ hµ(T

m,∨m−1
0 T−kP) = lim

n7→∞

Hµ
(∨nm−1

0 T−kP
)

n
= m · hµ(T ; P),

therefore

a) hµ(T
m; P) ≤ m · hµ(T ; P)⇒ hµ(T

m) ≤ m · hµ(T ).

b) hµ(T
m;∨m−1

0 T−kP) = m · hµ(T ; P)⇒ hµ(T
m) ≥ m · hµ(T ).
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Assuming that T is an automorphism,

hµ(T ; P) = lim
n7→∞

Hµ
(∨n−1

0 T−kP
)

n
= lim

n7→∞

Hµ
(
T−n∨n

1 T
kP
)

n

= lim
n 7→∞

Hµ
(∨n

1 T
kP
)

n
= hµ(T

−1;TP)

and from here follows hµ(T ) = hµ(T
−1). The rest is clear. ■

ET-2 Suppose that S : (N,BN, ν) ý is a factor of T , i.e. there exists H : (M,BM, µ)→ (N,BN, ν)
surjective such that H ◦ T = S ◦ H. Then hµ(T ) ≥ hν(S). In particular if T and S are
conjugate (h is an isomorphism) then hµ(T ) = hν(S): metric entropy is an isomorphism
invariant.

Proof. Let P be a finite (or finite entropy) partition of N for ν. Then H−1P is a finite partition of
M for µ and

Hµ

(
n−1∨
0

T−kH−1P

)
= Hµ

(
H−1

n−1∨
0

S−kP

)
= Hν

(
n−1∨
0

S−kP

)

which implies hµ(T ;H−1P) = hν(S; P). From here follows. ■

So far we haven’t given any example on how to compute the metric entropy of a transfor-
mation. In pursuit of this let us start giving some Propositions that will help us to calculate the
entropy.

Proposition 8.3.4. Let (Pk)k≥0 be a sequence of finite entropy partitions so that Pk ↗ BM as
k 7→ ∞. Then

hµ(T ) = lim
k 7→∞

hµ(T ; P
k).

Proof. Let Q ∈ Z. By HT-3, for every k we have

hµ(T ; Q) ≤ hµ(T, P
k) + Hµ

(
Q|Pk

)
≤ sup

k
{hµ(T ; Pk) + Hµ

(
Q|Pk

)
} = lim

k 7→∞
hµ(T ; P

k).

■

Theorem 8.3.5 (Kolmogorov-Sinai).

1. If P is a generator of T then hµ(T ) = hµ(T ; P).

2. If T automorphism and P is a generator of T (either strong or not) then hµ(T ) = hµ(T ; P).

Proof. Both parts are proven in the same way: let us prove 2). Take P generator; then
∨n

−n T
kP ↗

BM as n 7→ ∞, thus by the previous Proposition and HT-1,

hµ(T ) = lim
n7→∞

hµ

(
T ;

n∨
−n

T kP

)
= hµ(T ; P).

■
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Kolmogorov-Sinai Theorem is a fundamental piece in the theory. The whole of concept of
entropy would be of little practical use without this theorem. In view of this, I will use the
theorem freely, most of the time without any direct reference to it.

Example 8.3.1. All rotations have zero entropy. Consider the rotation Rα : T ý of angle α and let
λ be the Lebesgue measure.

If α = p
q
∈ Q then Rq

α = Id, hence 0 = hλ(R
q
α) = q · hλ(Rα). On the other hand, if α is irrational

we claim that P = {[0, 1/2], [1/2, 1]} is a strong generator.
Since R−1

α = R1−α, it is no loss of generality to consider future iterates of P . Note that
Rn
α(P) = {[nα, nα + 1/2], [nα + 1/2, nα]} is determined by the points Rn

α(0), R
n
α(1/2). For every

n, dT(Rn
α(0), R

n
α(1/2)) = 1/2 and by irrationality of α the set {Rk

α(0), R
k
α(1/2)}n−1

k=0 consists of 2n
points. With these facts one establishes easily that

∨n−1
0 Rk

αP consists of 2n intervals. Moreover, given
x < y ∈ T there exists some n > 0 so that x < Rn

α(0) < y, and this implies that x, y are in different
atoms of

∨n−1
0 Rk

αP. Hence
∨∞

0 Rk
αP is the partition of points mod 0, i.e. P is a strong generator.

We conclude

hλ(Rα) = hλ(Rα; P) = lim
n7→∞

Hλ
(∨n−1

0 Rk
αP
)

n
≤ lim

n 7→∞

log 2n

n
= 0.

Remark 8.3.3. Observe that in the previous proof we could have also deduced that hλ(Rα) = 0 by
noting that T (P−) is also the partition into points (hence hµ(Rα) = Hλ (P|T−1P+) = 0). With a little
bit of more thought, the argument can be generalized to the following.

Proposition 8.3.6. Suppose that T : (M,BM, µ)→ (M,BM, µ) is an automorphism that admits
an strong generator of finite entropy. Then hµ(T ) = 0.

Proof. Let P ∈ Z be a generator. Then by (8.19),

hµ(T ) = Hµ
(
P |T−1P+

)
= Hµ

(
TP|P+

)
= 0.

■

Remark 8.3.4. It is possible to define a conditional version of the entropy. If A ⊂ BM is a sub
σ -algebra and P ∈ Z, one writes

hµ(T ; P|A) := lim
n

1

n
Hµ (P

n|A)hµ(T |A) := sup
P∈Z

hµ(T ; P|A).

In this setting, we have the following result, known as eht Abrahamov-Rohklin formula .

Proposition 8.3.7. Let T : (M,BM, µ) ý be an automorphism and S : (X,BX, µX) ý a factor of
T , with semi-conjugacy H. Denote A= H−1BX: then

hµ(T ) = hµX (S) + hµ(T |A)
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8.3 Entropy of a map 141

8.3.1 Entropy of Shifts and Subshifts

We’ll now present Kolmogorov’s reason for introducing the concept of entropy. Consider σ :ý
Ber(p1, · · · , pd) the Bernoulli shift of weights p1, · · · , pd and let P = {[i] : 1 . . . , d} the partition in
the rectangles obtained by fixing the 0 -coordinate. Clearly

Hµ (P) = −
d∑
i=1

pi log(pi), (8.20)

and P is a generator for σ; observe that P and T−1(P+) are independent, therefore by P-4

hµ(σ) = hµ(σ; P) = Hµ
(
P|T−1(P+)

)
= Hµ (P) = Hµ (P) = −

d∑
i=1

pi log(pi).

Theorem 8.3.8 (Kolmogorov). There exists uncountably many non-isomorphic Bernoulli shifts. In
particular Ber(1/2, 1/2) and Ber(1/3, 1/3, 1/3) are not isomorphic.

Proof. Since the metric entropy is an isomorphism invariant, it suffices to note that for fixed d
the map

Ψ : ∆ = {(p1, · · · , pd) :
d∑
i=1

pi = 1, pi > 0} → R>0 Ψ(p1, · · · , pd) = −
d∑
i=1

pi log(pi)

is continuous, thus its image contains an interval (and therefore is uncountable). The last part is
immediate. ■

That the converse of the previous theorem holds is one of the biggest achievements in Ergodic
Theory of the XX century.

Theorem 8.3.9 (Ornstein). The Bernoulli shifts are isomorphic if and only if they have the same
entropy.

See [28] for a discussion.
Now we’ll consider the case of SFT. For this it will be convenient to introduce a general

construction that is useful for studying shift spaces over finite (or countable) alphabets. Let us fix
(Ω = SN,BΩ,P), S = {1, · · · , d} and recall that for k ≥ 0 we are writing Ωk = Sk+1. For P - a.e.ω
there exists

P(a | σ−1ω) = P(a |Xn = ωn, n ≥ 1) := P([a] | σ−1BΩ)(ω),

and since #Ω0 <∞, for P - a.e.ω we have a distribution a 7→ P(a|σ−1ω) on Ω0. Indeed,

1 = EP(1 | σ−1BΩ) = EP(
d∑
a=1

1[a]|σ−1BΩ)

and the claim follows. Observe that by Doob’s increasing Martingale Theorem we have for almost
every ω,

P(a | σ−1ω) = lim
n

P(a |Bn
Ω)(ω) = lim

n

P([a] ∩ σ−1[ω1 · · ·ωn+1])

P(σ−1[ω1, · · ·ωn+1])
= lim

n

P([a, ω1 · · ·ωn])
P([ω1, · · ·ωn])
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142 Metric Entropy of a Transformation 8.3

Similarly, for k ≥ 0 and P - a.e.ω ∈ Ω we can define a distribution on Ωk by

P(a0, . . . ak | σ−k−1ω) = P(a0 . . . , ak |Xn = ωn, n ≥ k + 1) := P([a0, · · · , ak] | σ−k−1BΩ)(ω)

Note that for some Ω′ a.e.= Ω, if ω ∈ Ω′ then P(· | σ−k−1ω) is well defined for every k ≥ 0.

Definition 8.3.4. The {P(· | σ−k−1ω) : k ≥ 0, ω ∈ Ω′} are the pointwise distributions of P.

Using the expression as a limit we easily deduce the following:

Proposition 8.3.10. For l, k ≥ 0 it holds

P(a0 · · · ak+l | σ−(k+l+1)ω) = P(a0 · · · ak | σ−(k+1)ak+1 · · · alω) · P(ak+1 · · · ak+l | σ−(l)ω)

As a consequence of Kolmogorov-Sinai theorem we obtain that if P is a generator of σ : Ω ý,
then

hP(σ) =
∑
a∈S

−
∫
[a]

logP(a | σ−1ω) dP(ω) (8.21)

We’ll now apply the previous formula to the case of the Markov measure

P = Pν(a0 · · · an) = νa0P (i0, i1) · · ·P (in−1, in).

By direct computation, P(a|σ−1ω) = νa
νω1
P (a, ω1), thus

hP(σ) =
∑
a∈S

−
∫
[a]

log νa − log νω1 + logP (a, ω1) dP(ω) = −
∑
a∈S

∫
[a]

logP (a, ω1) dP(ω)

by invariance of P

= −
∑
a∈S

∑
b∈S

∫
[ab]

logP (a, b) dP(ω) = −
∑
a,b∈S

νaP (a, b) logP (a, b)

Example 8.3.2. Consider the linear automorphism of Td given by A ∈ Sld(Z). One can show that

hLeb(A) =
∑

λ∈sp(A)

log+ |λ|.

It is a result due to Katnelson that if A acts ergodically (i.e. A is partially hyperbolic) then the
entropy is a complete invariant for these system: A,B ∈ Sld(Z) induce isomorphic transformations
in Td if and only if they have the same entropy.

The proof relies on Ornstein result theorem 8.3.9, and requires an additional amount of very
non-trivial work.

8.3.2 Entropy and convex combinations of measures

Suppose that ν ∈ PrT (M) is another invariant measure besides µ; since PrT (M) is a convex set,
it makes sense to consider whether the behaviour of the entropy on convex combinations. Recall
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8.3 Entropy of a map 143

that the function ϕ : ∆ = {x ∈ Rn :
∑

i xi = 1, xi ≥ 0} defined as ϕ(x1, · · · , xn) = −
∑
xi log xi is

concave, therefore by example 8.1.1 it holds that ∀0 ≤ λ ≤ 1,∀p, q ∈ ∆,∑
i

−(λpi + (1− λ)qi) log(λpi + (1− λ)qi) = ϕ(λp+ (1− λ)q) ≥ λϕ(p) + (1− λ)ϕ(q)

= λ
∑
i

−pi log pi + (1− λ)
∑
i

qi log qi.

On the other hand,∑
i

−(λpi + (1− λ)qi) log(λpi + (1− λ)qi) + λpi log pi + (1− λ)qi log qi

=
∑
i

−λpi (log(λpi + (1− λ)qi)− log λpi)− (1− λ)qi (log(λpi + (1− λ)qi)− log λqi)

+
∑
i

λpi(log pi − log λpi) + (1− λ)qi(log qi − log λ(1− λ)qi)

and since the first two terms are negative,

≤ −λ log λ− (1− λ) log(1− λ) ≤ log 2.

We deduce that

λ
∑
i

−pi log pi + (1− λ)
∑
i

qi log qi ≤
∑
i

−(λpi + (1− λ)qi) log(λpi + (1− λ)qi)

≤ λ
∑
i

−pi log pi + (1− λ)
∑
i

qi log qi + log 2.

Let P be a finite measurable partition (n = #P) for λµ+ (1− λ)ν; since µ, ν << λµ+ (1− λ)ν
it follows that P is also a measurable partition for µ, ν, and by the previous computation we
deduce,

hλµ+(1−λ)ν(T ; P) = λhµ(T ; P) + (1− λ)hν(T ; P). (8.22)

Proposition 8.3.11. For fixed T , the function h : PrT (M)→ R≥0 is affine.

Proof. By taking supremums in the equaliy above we get

hλµ+(1−λ)ν(T ) ≤ λhµ(T ) + (1− λ)hν(T ).

For the other inequality note that if either hµ(T ) or hν(T ) are infinite, then by eq. (8.22) it follows
that hλµ+(1−λ)ν(T ) =∞ as well, so we can assume that hµ(T ), hν(T ) <∞. Fix ϵ > 0 and choose P

finite partition for µ, Q finite partition for ν such that hµ(T ) < hµ(T ; P) +
ϵ
2
, hν(T ) < hν(T ; Q) +

ϵ
2
.

Take any λµ+(1−λ)ν-measurable partition R that is finer to P, , Q and note that again by eq. (8.22)
we get

hλµ+(1−λ)ν(T ) ≥ hλµ+(1−λ)ν(T, R) = λhµ(T ; R) + (1− λ)hν(T ; R)
≥ λhµ(T ; P) + λ(1− λ)hν(T ; Q) > λhµ(T ) + (1− λ)hν(T )− ϵ.

Since ϵ is arbitrary, we conclude the proof of the proposition. ■
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144 Metric Entropy of a Transformation 8.3

If the map h were also continuous, we could use theorem 3.4.3 to write hµ(T ) using the
ergodic decomposition of µ. Regrettably, this is usually not the case·

Example 8.3.3. Consider T : T ý the doubling map T (x) = 2x mod 1. Then µn = 1
3n

∑3n−1
k=0 δ k

3n
∈

PrT (T), hµn(T ) = 0 for every n, but µn −−−→
n→∞

Leb and hLeb(T ) = log 2.

Even though the map h is not continuous, the following theorem is true.

Theorem 8.3.12. Consider an ergodic decomposition of µ ∈ PrT (M) as given in corollary 3.4.6,
µ(f) =

∫
ErgT (M)

η Ω(dη). Then,

hµ(T ) =

∫
ErgT (M)

hη(T )Ω(dη).

Maps of completely postive entropy

We finish our discussion of entropy of maps by stating an important theorem (cf. [20] for the
proof). For the rest of this part, T : (M,BM, µ) ý is a fixed automorphism.

Definition 8.3.5. The Pinkser σ -algebra of T is

Pin(T ) := {A ∈ BM : hµ(T ; {A,Ac}) = 0}.

Let us observe the following.

Lemma 8.3.13. Pin(T ) is a σ -algebra.

Proof. Clearly M ∈ Pin(T ) and A ∈ Pin(T )⇔ Ac ∈ Pin(T ). Let us first show that Pin(T )
is a Boolean algebra: if A,B ∈ Pin(T ) consider P = {A,Ac}, Q = {B,Bc}, then R = {A∪B,Ac∩
Bc} ≤ P ∨ Q and by HT-4,

hµ(T ; R) ≤ hµ(T ; P) + hµ(T ; Q) = 0⇒ A ∪B ∈ Pin(T ).

It suffices to show that Pin(T ) is closed under increasing countable disjoint unions, so we take
{An}n with An ⊂ An+1 ∈ Pin(T ), and let A =

⋂
nAn. By HT-3,

hµ(T ; {A,Ac}) ≤ hµ(T ; {A,Ac}) +Hµ({A,Ac}|{An, Acn})∀n

Taking limit, we get hµ(T ; {A,Ac}) = 0 and A ∈ Pin(T ) ■

It follows also that Pin(T ) is completely invariant, and clearly is the largest σ -algebra where
T has zero entropy in the sense that if P ∈ Z,

hµ(T ; R) = 0⇒ P ⊂ Pin(T ).

Definition 8.3.6. T is said to have completly positive entropy if any non-trivial factor of it has
positive entropy, that is, if Pin(T ) = Nσ - al.

Example 8.3.4. If T is a Kolmogorov automorphism, then it has completely positve entropy. Indeed,
if P ∈ Z then

0 = hµ(T, P) = Hµ(P| ∨∞
k=1 T

−kP)

implies that P is ∨∞k=1T
kP measurable, and this leads to P ⊂ Tail= Nσ - al.
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That the reciprocal also holds is a theorem.

Theorem 8.3.14 (Rohklin-Sinai). Let T : (M,BM, µ) ý be an automorphism. Then T is a
K -automorphisms if and only if it has completely positive entropy.

8.4 The Shanon-Breiman-McMillan Theorem

The following is sometimes called “The fundamental theorem of information theory”. It is probably
important.

Theorem 8.4.1 (Shanon-Breiman-McMillan). Let P ∈ Z and f := Iµ (P|T−1P+). Then

1

n
Iµ
(
∨n−1

0 T−kP
)
−−−→
n7→∞

Eµ(f |JT ) µ - a.e. and in L1.

In particular if the system (T, µ) is ergodic then

1

n
Iµ
(
∨n−1

0 T−kP
)
−−−→
n7→∞

hµ(T ; P) µ - a.e. and in L1.

Before proving the theorem, let us try to understand what it means. Assume that µ ∈
ErgT (M); by the S-B-M we have

1

n
log µ(P n(x)) −−−→

n7→∞
hµ(T ; P) µ - a.e. and in L1.

Since a.e. convergence implies convergence in measure, we deduce that for every ϵ > 0

µ (|hµ(T ; P) + log µ(Pn(x))| < ϵ|) −−−→
n 7→∞

1

i.e.

µ({x : exp(−n(hµ(T ; P) + ϵ)) ≤ µ(Pn(x)) ≤ exp(−n(hµ(T ; P)− ϵ))}) −−−→
n 7→∞

1

Thus, if n is sufficiently large there exists En ⊂ Pn such that

• µ(En) < ϵ.

• Pi ∈ Pn \ En ⇒ µ(Pi) ∈ [exp(−n(hµ(T ; P) + ϵ)), exp(−n(hµ(T ; P)− ϵ))].

Consider now (Ω,BΩ, µΩ) the natural representation of the process (T, P): by S-B-M the words
ω = i0, . . . , in−1 of size n have approximately the same probability ≈ exp(−n ·hµ(T ; P)). This tells
us that if we want to efficiently code messages with words of size n with our process, we need to
codify exp(n · hµ(TP)) messages if we ignore words that appear with low probability. Now lets
work in the proof.

Lemma 8.4.2. Let (hn)n ⊂ L1(µ) be a sequence of positive functions converging both - a.e. and in
L1 to zero as n goes to infinity.. If supn≥0 hn ∈ L1(µ), then

1

n

n−1∑
k=0

hn−1−k ◦ T k −−−→
n7→∞

0 µ - a.e. and in L1.
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Proof. By hypotheses and the DCT,
∫
hn dµ −−−→

n7→∞
0, thus

∫
1

n

n−1∑
k=0

hn−1−k ◦ T k dµ =
1

n

n−1∑
k=0

∫
hk dµ −−−→

n7→∞
0.

To establish almost everywhere convergence, define ĥn := supk≥n hk. Then (ĥn) is a decreasing
sequence of positive measurable functions converging almost everywhere to zero, which is
dominated by the integrable function ĥ0 = supk≥0 hk, thus it converges in L1 to zero as well. For
p ≤ n we compute

1

n

n−1∑
k=0

hn−1−k ◦ T k =
1

n

n−1−p∑
k=0

hn−1−k ◦ T k +
1

n

n−1∑
k=n−p

hn−1−k ◦ T k

≤ 1

n

n−1−p∑
k=0

ĥp ◦ T k +
1

n

n−1∑
k=n−p

ĥ0 ◦ T k

hence by the Ergodic Theorem, for every p it holds

lim sup
n7→∞

1

n

n−1∑
k=0

hn−1−k ◦ T k ≤ Eµ(ĥp|JT ) µ - a.e.

and since ĥp −−−→
p 7→∞

0, it follows

lim sup
n7→∞

1

n

n−1∑
k=0

hn−1−k ◦ T k µ - a.e.

as we wanted to show. ■

We are ready to conclude the proof of the S-B-M theorem.

Proof of theorem 8.4.1. Observe that by Chung’s Lemma 8.2.2 the function f = limn7→∞ Iµ (P|Pn)
is in L1. Now we compute

Iµ
(
∨n−1
k=0T

−kP
)
= Iµ

(
P| ∨n−1

k=1 T
−kP
)
+ Iµ

(
T−1 ∨n−2

k=0 T
−kP
)

= Iµ
(
P| ∨n−1

k=1 T
−kP
)
+ Iµ

(
∨n−2
k=0T

−kP
)
◦ T

= Iµ
(
P| ∨n−1

k=1 T
−kP
)
+
(
Iµ
(
P| ∨n−2

k=1 T
−kP
)
+ Iµ

(
∨n−3
k=0T

−kP
)
◦ T
)
◦ T

=
n−1∑
i=0

Iµ
(
P| ∨n−1−i

k=1 T−kP
)
◦ T i + Iµ (P) ◦ T n

which implies

| 1
n
Iµ
(
∨n−1
k=0T

−kP
)
− Eµ(f |JT )| ≤ |

1

n

n−1∑
i=0

(Iµ
(
P| ∨n−1−i

k=1 T−kP
)
− f) ◦ T i|

+ | 1
n

n−1∑
i=0

f ◦ T i − Eµ(f |JT )|+
Iµ (P) ◦ T n

n
.
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By the ET it suffices to show that the first term converges - a.e. and in L1 to zero. Define
hi := |Iµ

(
P| ∨ik=1 T

−kP
)
− f |: (hi)i is a sequence of positive measurable functions that converges

- a.e. to the zero function, and since hi ≤ 2f it also converges in L1. Notice also

| 1
n

n−1∑
i=0

(Iµ
(
P| ∨n−1−i

k=1 T−kP
)
− f) ◦ T i| ≤ 1

n

n−1∑
i=0

hn−1−i ◦ T i.

An application of the previous lemma finishes the proof. ■

Exercises

1. Complete the proof of proposition 8.3.3.

2. Show that if T : (M,BM, µ) ý has discrete spectrum, then hµ(T ) = 0.
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CHAPTER 9

Lebesgue Spaces and Countably generated σ-algebras

So far we have been discussing (mainly) countable partitions. As the reader can perceive, this
imposes some serious restrictions, as it leaves “simple” partitions out of consideration. For
example, the partition {{x}}x∈M seems tame enough, although is not covered by our methods in
virtually all cases of interest (when M is not countable mod 0). In this chapter we’ll remedy this.
Standing hypotheses for this Chapter: (M,BM, µ) is a fixed probability space.

We already mentioned in Section 7.3 that, given A ⊂ BM sub σ -algebra, it is not always true
that there exists a partition PA such that P̂A = A.

Example 9.0.1. Let M = [0, 1] equipped with its Lebesgue measure λ. If P is a partition then P ≤ ε,
where

ε = {{x}}x∈[0,1]

In particular P̂ ⊂ ε̂. However, it is easy to check that

ε̂ = {A ∈ BM : A or Ac are countable.} ⊊ BM

We will postpone the study of partitions for a while, and try to understand first σ -algebras.

9.1 Standard spaces and σ-algebras

It turns out that for the applications not all probability spaces are relevant.

Definition 9.1.1. We say that the measure space (M,BM) is an standard space if M is a locally
compact separable metric space and BM is its Borel σ-algebra. We say that (M,BM, µ) is an standard
measure space if (M,BM) is an standard space and µ is a regular (locally finite) measure on BM.

The strongest condition above is local compactness. Now if (M,BM, µ) is an standard
probability space we can consider its Alexandroff compactification M∞ =M ∪ {∞}, which is a
compact Haussdorf (hence normal) space.

Lemma 9.1.1. If M is a locally compact separable metric space, then it is σ-compact.

Proof. Consider a countable basis U = {Un}n of open sets with compact closure. Define K1 := U1:
by compactness and the fact that U is a basis, there exists n2 such that K1 ⊂ ∪n2

i=1Ui. Then

149
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K2 := ∪n2
i=1Ui is compact and K◦

2 ⊃ K1. Proceeding inductively we get an increasing sequence of
compact sets {Kj}j≥1 which furthermore

∪j≥0Kj ⊃ ∪nUn = X.

■

We conclude that M∞ has a countable basis of open sets, and thus by Urysohm’s metrization
theorem it is metrizable. Observe that BM∞ = {A,A ∪ {∞} : A ∈ BM}, and that we can extend
uniquely µ to BM∞ by declaring µ({∞}) = 0.

Convention. Unless otherwise specified, we’ll assume in the definition of standard (measure)
space that M is compact. For the rest of the section (M,BM, µ) denotes a fixed standard measure
space.

Definition 9.1.2. For C ⊂ BM sub- σ -algebra, x ∈ C we denote C(x) the atom of C containing x,
namely

C(x) =
⋂
{C : C ∈ C, x ∈ C}.

In principle, there is no reason why C(x) has to be measurable for general C; this is the case
however if C is countably generated, that is C = σalg.gen.(Cn : n ∈ N).

Remark 9.1.1. If C = σalg.gen.(Cn : n ∈ N) we can assume that the family {Cn}∞n=0 is symmetric,
that is Cm ∈ {Cn}∞n=0 if and only if Cc

m ∈ {Cn}∞n=0. We will assume from now on that (countable)
generators are symmetric.

Lemma 9.1.2. If C = σalg.gen.(Cn : n ≥ 0) is countably generated, then

C(x) =
⋂
x∈Cn

Cn,

and in particular C(x) ∈ C ⊂ BM.

Proof. Let C0 = {Cn}∞n=0. One has C(x) = R ∩ S where

R =
⋂
x∈Cn

Cn, S =
⋂

x∈A;A ̸∈C0

A.

Assume that C(x) ̸= R. Then S \R ̸= ∅, hence there exists n0 such that x ∈ Cn0 , S \Cn0 ̸= ∅. This
implies,

∀A ̸∈ C0, x ∈ A⇒ A ∩ Cc
n0
̸= ∅.

Since R ̸= C(x), necessarily exists B ∈ C \C0 such that x ∈ B, B ∩Cn0 ̸∈ C0. But then x ∈ B ∩Cn0

and thus B ∩ Cn0 ∩ Cc
n0
̸= ∅, which is a contradiction. ■

Example 9.1.1.

1) BM is countably generated. Consider a dense subset (xn)n≥1 ⊂M and define B = {B(xn, rm) :
rm ∈ Q}. Then B is countable and σalg.gen.(B) = BM.
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2) The σ -algebra ε̂ of example 9.0.1 is not countably generated. Arguing by contradiction, assume
ε̂ = σalg.gen.(Cn : n ≥ 0). Either Cn or Cc

n is countable, thus it is no loss of generality to assume
that Cn is countable for every n. Defining C = ∪n≥0Cn, one sees immediately that

ε̂ = σ{{x} : x ∈ C}

But then if y ̸∈ C,

ε̂(y) =
⋂
x∈C

{x}c = Cc ̸= {y},

which is contradiction.

3) Suppose that T : (M,BM, µ) ý is an ergodic map; then its invariant σ -algebra J = {A ∈
BM : A =µ T

−1A} coincides with the trivial one.

We claim that if µ doesn’t have atoms, then J is not countably generated. By contradiction,
assume J = σ({Cn}∞n=1). Consider C0 = {Cn : m(Cn) = 1}: clearly C0 ̸= ∅. Define

A :=
⋂

Cn∈C0

Cn ⇒ µ(A) = 1.

If x ∈ A we obtain C(x) = A. But C(x) coincides with the orbit of x modulo zero, and since µ
doesn’t have any atoms necessarily µ(C(x)) = 0, which is a contradiction.

Remark 9.1.2. Given C = σalg.gen.(Cn : n ≥ 0), consider a sequence (Pn)n of finite partitions such
that ∨n≥0Pn = C (lemma 8.2.4). Observe in particular that

∀x ∈M, Pn(x)↘ C(x).

Let us go back to the case BM. As we saw, BM is countably generated: taking {Bn}n as the
sets of balls centered on a dense set with rational radii, we easily show that

BM(x) = {x}.

Hmm...that’s interesting. The set of atoms of BM is precisely ε, but on the other hand we know
that the smallest σ -algebra containing ε is not BM. The key point to elucidate this are (as usual)
null sets.

As was previously mentioned, the space BM becomes a pseudo-metric space when equipped
with ρ(A,B) = µ(A△B). Of course, if B′ ⊃ BM is a σ-algebra where µ is defined (for example,
the set of µ-measurable sets) then we can extend the distance to B′. Modulo the equivalence
relation

A ∼ B ⇔ ρ(A,B) = 0,

the quotient space B′
mod 0 := B′/ ∼ becomes a metric space with the induced metric on the classes.

Remark 9.1.3.

1. B′ is complete as σ-algebra if and only if (B′
mod 0, ρ) is a complete metric space.
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Proof. Note that ρ(A,B) =
∫
|1A−1B| dµ. If (An)n≥1 is Cauchy in (B′

mod 0, ρ), then {1An}n≥1

is Cauchy in L1(B′, µ), hence by the Riesz-Fischer theorem it converges to some [f ] ∈
L1(B′, µ). Convergence in L1 guarantees converges a.e. for some subsequence, and with
this it is not hard to see that [f ] = [1A] where A = {x : fx > 0}. Since B′ is complete,
A ∈ B′. The converse is similar. ■

2. C ⊂ BM countably generated implies (Cmod0, ρ) is separable.

Proof. Since C is countably generated there exists a countable algebra A so that C =
σalg.gen.(A). Now given C ∈ C, ϵ > 0 there exists Cϵ ∈ A such that

µ(C△Cϵ) = ρ(C,Cϵ) < ϵ :

this is a basic approximation theorem. In other words, Amod0 ⊂ Cmod0 is dense, hence
(C)mod 0 is separable. ■

Let LM be the completion of BM with respect to µ, i.e.

LM = {A ∪N : A ∈ BM, N µ -null}.

In general, if A is a sub σ -algebra of LM we denote by c(A) its completion.

Lemma 9.1.3. Suppose that A ⊂ LM is a sub-σ-algebra satisfying

• A is a complete.

• (A, ρ) is separable.

Then there exists Â countably generated sub-σ-algebra of BM such that A = c(Â).

Proof. By separability and the fact that A is complete, we can find a countable algebra A′ ⊂ A
so that A′ is ρ-dense. Now each element of A′ can be written as A = B ∪N where B ∈ BM and
N is µ-null. From this we can easily extract a countable generated σ -algebra Â ⊂ A ∩BM with
the property that Âmod0 is ρ-dense. Its completion c(Â) is also ρ-dense and its contained in A.
But this implies by the first remark that

c(Â)mod0 ⊂ A

is complete, hence closed. Therefore c(Â) = A. ■

Theorem 9.1.4. Let C ⊂ BM be a σ -algebra, where M is a standard space. Then there exists A ⊂ C
countably generated such that A =µ C.

Proof. Since BM is countably generated, the metric space L1(BM) is separable, and thus so are
its subspaces. In particular, the subset

{[1A] : A ∈ C}

is separable with respect to the ∥·∥L1 norm. Considering c(C) and applying the previous lemma,
we deduce the existence of a countably generated σ -algebra A ⊂ c(C) (cf. the proof of the
Lemma) such that c(A) = c(C). From this follows. ■
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Corollary 9.1.5. If A ⊂ LM is a complete σ-algebra, then it is countably generated mod 0.

Proof. Arguing as before, L1(LM) is separable and hence L1(A) is separable as well. From this
we can extract A0 ⊂ A A countably generated such that c(A0) = c(A) = A. ■

Corollary 9.1.6. If A ⊂ LM σ-algebra, there exists an increasing sequence of partitions (Pn)n such
that A =µ ∨nPn.

Now we discuss some other properties of Standard Spaces. The first is a theorem of Kura-
towsky that says that essentially there is one Standard Space.

Lemma 9.1.7. Let M be a separable metric space. Then there exists an embedding ϕ :M → [0, 1]N.
In particular M has at most the cardinality of the continuum.

Theorem 9.1.8 (Kuratowski). If (M,BM) is a complete separable metric space (a Polish space)
then there exists an bi-measurable isomorphism ϕ : (M,BM)→ (N,BN) where N is either

1. [0, 1]

2. Z

3. {1, · · · , d} for some d finite.

It follows in particular that any two standard spaces of the same cardinality are isomorphic as
measurable spaces.

Remark 9.1.4. Our definition of standard space is actually what in the literature is called a Borel
space. In view of the Theorem above, this is not that terrible if we are are only interested in their
properties as measure spaces.

Corollary 9.1.9. Let (M,BM, µ) be an standard probability space where µ is continuous (w/o
atoms). Then there exist an isomorphism h : (M,BM, µ)→ ([0, 1],B[0,1],Leb).

Proof. By Kuratowski’s theorem we can assume that (M,BM, µ) = ([0, 1],B[0,1],Leb). Define
h(x) := m([0, x]): since µ doesn’t have atoms h is strictly increasing, and moreover h(0) =
0, h(1) = 1. Hence h is an homeomorphism of [0, 1] (in particular bi-measurable). Finally,

x < y ⇒ Leb([hx, hy]) = h(y)− h(x) = µ((x, y]) = µ([x, y])⇒ h∗µ = Leb.

■

9.2 Disintegration of measures

The following is one the most important pieces of the theory for Standard Probability Spaces.

Theorem 9.2.1. Let (M,BM, µ) be a (locally compact) standard probability space and A ⊂ BM

a countably generated sub σ -algebra. Then there exists M0 ∈ A of full measure and a family of
probabilities {µA

x }x∈M0 ⊂ Pr(M) such that:
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1. For every f ∈ L1(BM) the function f̃ :M0 → C, f̃(x) =
∫
f dµA(x) is a measurable version

of Eµ(f |A). In particular, for every A ∈ BM,

µ(A) =

∫
µA
x (A) dµ(x).

2. The map ϕ : M0 → Pr(M) defined as ϕ(x) = µA
x is measurable (here Pr(M) is considered

equipped with its ω∗ topology).

3. x ∈M0 ⇒ µA
x (A(x)) = 1.

Definition 9.2.1. A family {µA}x∈M0 satisfying 1 and 2 of the previous Theorem is said to be a
disintegration of the measure µ relative to A. If A is of the form A = ξ̂ where ξ is a partition we
simply say that is a disintegration relative to ξ.

Remark 9.2.1. The family {µA
x }x∈M0 is essentially unique; namely, if {νx}x∈M1 is another family of

probabilities on M , with m(M1) = 1 and satisfying 1 of the previous theorem then clearly νx = µA
x for

µ - a.e.(x). There is a small subtlety in this which comes from the fact that conditional expectations
are not functions, but rather classes of functions in L1. To establish this uniqueness, consider a dense
countable set (fn)n≥0 ⊂ C(M). By hypotheses, for each n there exists versions gn, hn of Eµ(fn|A)
such that

x ∈M0 ⇒ gn(x) =

∫
fn dµ

A
x , x ∈M1 ⇒ hn(x) =

∫
fn dνx.

On the other hand gn = hn for µ - a.e.(x), hence there exists Sn ⊂M0∩M1 of full measure, such that

x ∈ Sn ⇒
∫
fn dµ

A
x =

∫
fn dνx.

It follows that for every x ∈ S := ∩∞n=1Sn both linear functionals µA
x , νx coincide on a dense set of

continuous functions, hence coincide everywhere. Finally note that S ⊂M0 ∩M1 is of full measure.

Proof. Observe first that if A is the σ -algebra generated by a finite partition P = {P1, · · · , Pd}
then setting M0(P) = M \

⋃
i ̸=j Pi ∩ Pj we get that the family {µA

x := µ (·|A(x))}x∈M0 verifies 1
and 2 of theorem 9.2.1.

In general, consider (Pn)n≥0 an increasing sequence of finite partitions such that A =
∨∞
n=1 Pn.

Let M1 :=
⋂
n≥0M0(Pn), and observe that for every x ∈ M1 and for every n ≥ 0 there exists a

well defined measure

µPnx = µ(·|Pn(x)).

By the increasing Martingale theorem we know that if f ∈ L1(BM) there exists Sf =µ M
such that

(∗) x ∈Mf ⇒ Eµ(f |A)(x) = lim
n→∞

Eµ(f |P̂n)(x)

both µ - a.e. and in L1. Take G = {gk}k∈N ⊂ C(M) dense and define S1 :=
⋂
k Sgk . Finally let

M0 :=M1 ∩ S1; observe that M0 ∈ A.
Claim: for x ∈M0 and f ∈ C(M) there exists limn

∫
f dµPnx .
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Indeed, {µPnx : C(M) → C}g≥0 is an equi-continuous family between metric spaces that
converges on a pointwise on a dense set, thus converges everywhere by completeness of C.

For x ∈M1 define µA
x : C(M)→ C by

f ∈ C(M)⇒ µA
x (f) := lim

n

∫
f dµPnx .

Clearly µA
x is linear, positive and µA

x (1) = 1, thus by the Riesz-Markov representation theorem it
defines a probability measure on M .

Now given f ∈ L1(BM) we have by (∗) that for µ - a.e.(x) ∈M0

µ(f |A)(x) = lim
n

∫
f dµPnx =

∫
fµA

x .

Let us define f̃ :M0 → C by f̃(x) =
∫
f dµA

x .

1. f̃ is A measurable, being the pointwise limit of A measurable functions.

2. By (∗),

Eµ(f |A)(x) = lim
n→∞

Eµ(f |Pn)(x) = lim
n→∞

∫
f dµPn =

∫
f dµA

x µ - a.e.(x) ∈M0 = f̃(x).

By the above, f̃ is a measurable version of Eµ(f |A). Observe that for x ∈ M0 it holds Pn(x) ↘
A(x), so if we fix k we have for n ≥ k

µPn(Pk(x)) = 1

and thus
µA(Pk(x)) = 1 ∴ µA(A(x)) = 1.

This finishes the first part.
To check measurability of ϕ : x → µA

x we fix f ∈ C(M) and consider evf : Pr(M) → C the
evaluation map on f . Then

M0 ∋ x
ϕ //

f̃ ''

µA
x ∈ Pr(M)

evf

��∫
f dµA

x .

The ω∗ topology in Pr(M) is relative topology of Pr(M) ⊂
∏

f∈C(X)[0, 1]f induced by the
product topology. Hence, if B ⊂ [0, 1] is closed then ϕ−1(ev−1

f B) = f̃−1(A) is a Borel set in M for
every f ∈ C(M). Since {ev−1

f (B) : f ∈ C(X), B ⊂ [0, 1] closed} generates the Borel σ-algebra of
Pr(M), we conclude that ϕ is measurable. ■

Now we’ll extend theorem 9.2.1 to non-countably generated σ -algebras. Start by noting the
following.

Lemma 9.2.2. Suppose that A,A′ ⊂ BM are sub σ -algebras such that A =µ A′. Then for every
f ∈ L1(BM), Eµ(f |A)(x) = Eµ(f |A′)(x) for µ - a.e.(x).

As a consequence, ifA,A′ are countably generated then there exists M1 =µ M such that µA = µA′

for x ∈M1.
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Proof. Define C = A∨A′): clearly C =µ A, C =µ A′. Therefore, if f ∈ C(M) both Eµ(f |A),Eµ(f |A′)
are

• C-measurables, and

• for every C ∈ C there exists A ∈ A, A′ ∈ A′ such that A ⊜ C ⊜ A′, hence∫
C

Eµ(f |A) dµ =

∫
A

Eµ(f |A) dµ =

∫
A

f dµ =

∫
C

fdm = · · · =
∫
C

∫
C

Eµ(f |A) dµ.

We conclude Eµ(f |A) = Eµ(f |A′) for µ - a.e.(x).
For the second part we consider a dense set (fn)n ⊂ C(M) and argue as for the uniqueness

(cf. remark 9.2.1). ■

Now we have:

Corollary 9.2.3. Let A ⊂ BM be a sub σ -algebra, M standard space. Then there exists M0 ∈ A
and a family {µA

x }x∈M0 ⊂ Pr(M) such that.

1. If f ∈ L1(BM) then for µ - a.e.(x) ∈M0,

Eµ(f |A)(x) =
∫
f dµA

x .

Therefore, if A ∈ BM,

µ(A) =

∫
µA
x (A) dµ(x).

2. The function x→ µA
x is measurable on M0.

Proof. Consider C countably generated such that A =µ C, A ⊂ C (theorem 9.1.4) and let
{µC

x}x∈M̂0
be a disintegration µ with respect to C; then M̃0 = M0 ∪N where M0 ∈ A, µ(N) = 0.

Define for x ∈M0, µA
x := µC

x: by lemma 9.2.2, for every f ∈ L1(BM) there exists Sf =µ M such
that

Eµ(f |A)(x) = Eµ(f |C)(x) =
∫
f dµC

x x ∈ Sf ∩M0.

and this proves the first part. The second is direct from 2 of theorem 9.2.1. ■

Fubini property Fix A ⊂ BM (non-necessarily finitely generated) and consider a disintegration
{µA

x }x∈M0 of µ relative to A.

Proposition 9.2.4.

If A ∈ BM, µ(A) = 0 then µA
x (A) = 0 for µ - a.e.(x).

If B ∈ BM, µ({x ∈ B : µA(B) = 0}) = 0.
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Proof. For the first part we simply compute

0 = µ(A) =

∫
µA
x (A) dµ⇒ µA

x (A) = 0 µ - a.e.(x).

As for the second, given B ∈ BM consider A := {x ∈ M0 : µA
x (B) = 0} and note that by the

second part of corollary 9.2.3 it holds A ∈ BM. Then,

µ(A ∩B) =

∫
A

1B dµ =

∫
A

µ(B|A)(x) dµ =

∫
A

µA
x (B) dµ = 0.

■

Tower law and conditionals Suppose now that A ⊂ C ⊂ BM are countably generated and
let {µA}x∈M0 , {µC

x}x∈M0 be disintegrations with respect to A, C respectively. For x ∈ M0 e have
A(x) ⊃ C(x), and thus we can disintegrate µA

x into conditionals with respect to C ∩ A(x). Here
are the details.

It is no loss of generality to assume the existence of finite partitions (Pn)n, (Qn)n such that

• Pn ⊂ A, Pn ↗ A, Qn ⊂ C, Qn ↗ C.

• Qn(x) ⊂ Pn(x) for all x ∈M0.

• Qn(x)↘ C(x), Pn(x)↘ A(x) for all x ∈M0.

• µQnx
ω∗
−−−→
n 7→∞

µC
x and µPnx

ω∗
−−−→
n7→∞

µA
x for every x ∈M0.

Fix N ∈ N and x ∈M0: note that for n ≥ N and µQnx - a.e.z ∈ PN(x) we have Qn(z) ⊂ PN(x),
and furthermore

µQnz =
µ(· ∩Qn(z))

µ(Qn(z))
=

µ(·∩Qn(z)∩PN (x))
µ(PN (x))

µ(Qn(z))
µ(PN (x))

= (µPN (x))
Qn
z = (µPNx )Qnz

Therefore, for x ∈M0, N ∈ N fixed there exists CN(x) ∈ C such that

• y ∈M0, PN(x) = PN(y)⇒ CN(x) = CN(y).

• µPNx (CN(x)) = 1

• z ∈ CN(x)⇒ µC
z = (µPNx )Cz .

Define C :=
⋂
N≥0

⋃
x∈M0

CN(x) we get that C ∈ C, µ(C) = 1 and for µ - a.e.(x) ∈ C,

µC
z = (µAx )

C
z for µAx - a.e. z ∈ A(x).

In the case when C partitions each atom of A into countably many sub-atoms we can do
better.

Claim (See [9]). There exists M1 =µ M0 such that for every x ∈M1,

µC
x = µA

x (·|A(x)).
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Indeed, in this case for x ∈M0 writeA(x) =
⋃
n C(zn) (where the union) is finite or countable)

with A(x) = A(zn) and define ϕ(x) := µA
x (C(x)): we seek to prove that this function is positive

- a.e.. For this consider for ϕn(x) := µA
x (Qn(x)) and note that since A ⊂ C, ϕn is C measurable.

As limn ϕn(x) = ϕ(x)µ - a.e.(x), it follows that ϕ is C is measurable as well; in particular N =
ϕ−1(0) ∈ C. We then have

µ(N) =

∫
ϕ(x) dµ =

∫
µA
x (N)1A(x) dµ(x)

and

µA
x (N)1A(x) =

∑
n

µA
x (N ∩ C(zn))1A(x).

Now fix n: since y ∈ N ∩ C(zn) ∩M0 implies C(zn) = C(y), µA
y = µA

x , we deduce

µA
y (C(y)) = µA

x (Czn) = 0⇒ µA
x (N ∩ C(zn))1A(x) = 0.

By the Fubini property of the conditionals, µ(N) = 0 and thus µA
x (C(x)) > 0 for µ - a.e.(x).

Consider then for x ∈ M0 \ N the conditional measure µx := µA
x (|C(x)): these are probability

measures and one can check directly that for f ∈ L1(BM) it holds

Eµ(f |C(x)) =
∫
f dµx µ - a.e.(x),

hence by uniqueness, µx = µC
x for µ - a.e.(x).

9.3 Transformations and Conditional Measures

Now we study the action of a transformation on our disintegrated measures. Maintaining the
notation of the previous part, suppose also that T : (M,BM, µ) ý is an endomorphism.

Proposition 9.3.1. For µ - a.e.(x) it holds TµT−1A
x = µA

x .

Proof. This is direct consequence of the fact that for f ∈ L1(BM), Eµ(Tf |T−1A) = TEµ(f |A). ■

We’ll apply these ideas to develop another proof of the Ergodic Decomposition theorem (cf.
corollary 3.4.6), namely we’ll show that given any measure µ (on a standard space) it can be
written as

µ =

∫
µx dµ(x)

where µx ∈ ErgT (M). Consider J = JT the invariant σ -algebra of T ; it was already shown
(example 9.1.1 3) that often J is not countably generated.

Lemma 9.3.2. There exists A ⊂ J countably generated such that A ∈ A ⇒ A = T−1A.

Proof. Choose A0 = σalg.gen.(An : n ∈ N) ⊂ A countably generated such that A =µ A0,A0 ⊂ A:
for every n, An =µ T

−1An, and by lemma 3.1.1 we can find Bn such that

• Bn =µ An.

pdcarrasco@mat.ufmg.br



9.3 Transformations and Conditional Measures 159

• T−1Bn = Bn.

Letting A := σalg.gen.(Bn : n ∈ N), we see Then A ⊂ J and we claim:

1. A =µ J .

2. A ∈ A ⇒ T−1A = A.

Both parts are proven in the same way, so we’ll show only the first. Define

A′ := {A ∈ J : ∃B ∈ A s.t. A =µ B}.

It’s easy to see that A′ is σ -algebra, and since An ∈ A′ for every n, A0 = σalg.gen.(An : n) ⊂ A′,
which implies the first assertion. ■

It follows then that there exists M1 =µ M0 such that for x ∈M1,

µA = µJ and TµA
x = µA

Tx

(by the previous Proposition), thus changing M1 by
⋂
n≥0 T

−nM1 we can assume also that
T−1M1 ⊂M1, hence x ∈ T−1M1 implies

A(x) = A(Tx) ∴ TµA
x = µA

x .

Defining µx := µA
x for x ∈M1, we get that µx ∈ PrT (M).

Claim. For µ - a.e.(x) it holds µx ∈ ErgT (M).

Let f ∈ C(M). Then by the ET. and since A =µ J ,

Anf(x) −−−→
n7→∞

Eµ(f |J )(x) =
∫
f dµx µ - a.e.(x)

It follows that there exists Sf =µ M with such that for x ∈ Sf ,

Anf(z) −−−→
n7→∞

∫
fdµx µx - a.e.(z)

By taking a dense set of functions in C(M) we deduce the existence of a full measure set S such
that the previous limit holds µx - a.e. for every x ∈ S, f ∈ C(M). This implies that µx is ergodic
for x ∈ S.

9.3.1 Factors

Fix A ⊂ BM countably generated, let {µA
x }x∈M0 a disintegration of µ relative to A and set

Φ : M0 ⊂ X → Z := Pr(M) be the map Φ(x) = µA
x . This is a A measurable map, and it is no

loss of generality to assume that A(x) = Φ−1(Φ(x)) for every x ∈M0.

Lemma 9.3.3. It holds Φ−1(BZ) = A.

Proof. We already know that Φ−1(BZ) ⊂ A. For the converse, write A = σalg.gen.(An : n) and
observe that it suffices to show that for every n, An ∩M0 ⊂ Φ−1(BZ). As

1An(x) = µA(A(x)) µ - a.e.(x)

it is no loss of generality to assume that the above holds for every x ∈ M0, ∀n. Since {µ ∈ Z :
µ(An) = 1} ⊂ BZ (exercise), we deduce that An ∩M0 ⊂ Φ−1(BZ). ■
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Remark 9.3.1. Note that for Φ :M0 → Z both M0,Φ are not canonically defined and depend on A,
but Z doesn’t.

Now we analyze with more detail invariant σ -algebras (i.e. sub σ -algebras of JT ). Here is a
way to construct invariant σ -algebras: suppose that S : (X,BX, ν) ý is a factor of T , i.e.

M
T //

ψ
��

M

ψ
��

X
S
// X

where ψ :M → X is surjective (mod 0), ψ∗µ = ν. Then A := ψ−1BX satisfies

T−1A = ψ−1(S−1BX) ⊂ ψ−1(BX) = A.

Since Tµ = µ we deduce T−1A =µ A. Observe that if furthermore S−1BX = BX (that is the case
for example if S is an automorphism, or if hν(S) = 0) we obtain that T−1A = A.

Proposition 9.3.4. Let A be a T -invariant σ -algebra. Then there exists a factor S : (X,BX, ν) ý

of T such that A =µ ϕ
−1(BX), where ϕ is the semi-conjugation between T and S.

Moreover, if T is an automorphism then S can be chosen to be invertible.

Proof. By theorem theorem 9.1.4 we can assume thatA is countably generated. Consider the map
ϕ :M0 → Z as before and define S = T∗ : Z ý. Since A =µ T

−1A, it follows that S ◦ ϕ = ϕ ◦ T .
The mesurability of S is considered in the Lemma below. ■

Lemma 9.3.5. Let M,X be compact metric spaces and consider a measurable map T : (M,BM)→
(X,BX) between them. Then T∗ : Pr(M)→ Pr(X) is measurable.

Proof. For f ∈ C(X) we have the commutative diagram

Pr(M) ∋ µ T //

evf◦T ((

Tµ ∈ Pr(X)

evf

��∫
f ◦ T dµ

By arguing as in the second part of theorem 9.2.1, it is enough then to show that for f fixed the
ap evf◦T is measurable (observe that evf is continuous). Now g = f ◦ T is a bounded measurable
function, hence it is the uniform limit of simple functions; as limits of measurable functions are
measurable, it is enough to show that

A ∈ BM ⇒ µ
evA−−→ µ(A)

is measurable. If A is open then this is easy. In general, define

E = {A ∈ BM : evA is measurable }.

Consider an increasing family (An)n ⊂ E and let A := ∩nAn; since

evA(µ) = lim
n7→∞

evAn(µ)

we conclude that evA is measurable (is a limit of measurable functions). Similarly, E is closed
under increasing unions. Hence E is a monotone class that contains the open sets of M , and thus
by the Monotone class theorem, BM ⊂ E . ■
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Let us recapitulate: given a countably generated σ -algebra in M we can find a compact metric
space Z, a full measure subset M0 ⊂M and a measurable map Φ :M0 → Z such that

• A = Φ−1(BZ).

• Φ−1(Φ(x)) = A(x) for all x ∈M0.

This looks a lot like a quotient space. The “small” missing detail is that Φ is not surjective.
But, couldn’t we just take Z ′ = Φ(M0)?

The problem is that Φ(M0) is not in principle a Borel subset of Z. To remedy this issue we
need a little of abstract theory.

Analytic sets We follow [1]. Contrary to what Lebesgue thought, the image of a Borel set under
a measurable function is not always a Borel set. The first example of such a set was given by
Souslin.

Definition 9.3.1. Given an standard measure space (M,BM) we say that A ⊂M is analytic if there
exists (X,BM) standard space and f : X →M measurable such that A = f(B) for some B ∈ BX.

We have the following.

Theorem 9.3.6. Let (M,BM, µ)be a standard probability space. If A ⊂ M is analytic then there
exist B,N ∈ BM such that A△B ⊂ N , µ(N) = 0.

Theorem 9.3.7. Assume that M,N are standard measure spaces. Then if f : (M,BM)→ (N,BN)
is measurable and injective it follows that Im(f) ∈ BN.

Now consider (M,BM) standard and A ∈ BM.

Lemma 9.3.8. There exists a continuous bijection of some Polish space into A. In particular there
exist a Polish topology on A.

Proof. Define

E = {A ∈ BM : ∃X Polish and h : X → A bijective and continuous}.

We’ll show that E contains the open sets and is closed under countable intersections and disjoint
unions. By A.1.1 E = BM and we are done.

That contains the open sets it is a consequence of the classical Alexandroff’s Theorem, namely
that open (or more generally, Gδ) subsets of Polish spaces are Polish. Now suppose that (An)n ⊂ E
and fix continuous bijections hn : Xn → An. Consider

X = {y ∈
∏
n

Xn : hn(yn) = hn+1(yn+1)∀n}.

Then X is closed in
∏

nXn, and since the countable product of Polish spaces is Polish, X is a
Polish space. Let h : X → ∩nAn given by h(y) = h1(y1). It is clear then that h is bijective and
continuous, hence ∩nAn ∈ E .

On the other hand, if the family (An)n is pairwise disjoint we define X := ⊕nXn, which is
Polish with the metric

dX(x, x
′) =

{
dXn(x, x

′) if x, x′ ∈ Xn

1 otherwise
,
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and define h : X → ∪nAn by h(x) = hn(x) if y ∈ Yn. Again it is immediate that h is a bijective
continuous function, hence E is closed under countable disjoint unions, and the proof of the
Lemma is complete. ■

We also need the following.

Theorem 9.3.9. Let (X,BX) be Polish space, Y a separable metric space and f : X → Y Borel
measurable. Then there exists a finer Polish topology τ on X such that

• σ(τ) = BM.

• f : (X, τ)→ Y is continuous.

Back to our setting, we were considering A ∈ BM, M standard, and thus by lemma 9.3.8 there
exists a Polish topology on A. Observe that by the same Lemma we obtain that inc : A→M is a
Borel map from a Polish space to a separable metric space, hence by the previous Theorem we
can assume that inc is continuous. If BA denotes the σ -algebra associated to A, then for every
open set U ⊂M we have

inc−1U = A ∩ U is open ,

and therefore BM ∩ A = σalg.gen.(A ∩ U : U ⊂ X open ) ⊂ BA: since A ∈ BM we have equality,
i.e. BA is the trace σ -algebra of A. We have proved:

Theorem 9.3.10. If (M,BM, µ) is a standard measure space and µ(A) > 0 then (A,BM ∩ A, µA)
is a standard probability space.

Corollary 9.3.11. Let (M,BM), (N,BN) be standard spaces and f : M → N measurable and
invertible. Then f is an isomorphism, i.e. f−1 : N →M is measurable.

Proof. Let A ∈ BM. Then (A,BM ∩ A) is a standard and f |A : A → N measurable and one to
one. Hence by theorem 9.3.7 it holds that f(A) is measurable. From here follows. ■

9.3.2 Quotient Spaces

Let (M,BM, µ) be a standard measure space and A ⊂ BM countably generated σ -algebra.
Construct as before Φ : M0 → Z where M =µ M0 ∈ A, Z is a compact metric space and
Φ−1(BZ) = A. We also assume that Φ−1(Φ(x)) = A(x) for all x ∈M0. Equip Z with the measure
ν := Φµ.

The set Φ(M0) is analytic, hence by theorem 9.3.6 there exist Z ′, N ′ ∈ BZ such that
Φ(M0)△Z ′ ⊂ N ′ and ν(N ′) = 0. Define MA := Z ′ ∪N ′: then MA ∈ BZ has full ν -measure, and
in particular (MA,BMA , ν) is a standard probability space. Moreover, the map π := Φ|M0 →MA
is measurable and surjective - a.e.ν, in the sense that MA \ Im(π) is ν -null.

Definition 9.3.2. The space (MA,BMA = Z ∩MA, ν = πµ) is said to be a quotient space of M by
the σ -algebra A. The map π :M0 →MA is called the projection.

Observe that

• π−1(BMA) = A.

• π−1(π(x)) = A(x).
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We can thus think MA as the space of atoms of A, where π(x) = A(x) and

• BMA = {B ⊂MA : π−1(B) ∈ A}

• ν = π∗µ.

Remark 9.3.2. Note that MA is NOT only determined by the atoms of A, but also by the structure
of A.

For ξ ∈ MA define µξ = µA
x where π(x) = ξ; then µξ is a well defined probability on M

and furthermore the map ξ → µξ is measurable (it’s the inclusion in Pr(M)). It follows that if
f ∈ Fun(M) is bounded (or positive) then the function

ξ → L(ξ) =

∫
f dµξ

is BMA measurable and furthermore∫
µξ(f) dµ(ξ) =

∫
L ◦ π(x) dµ(x) =

∫
µA
x (f) dµ(x) =

∫
f dµ,

i.e.

µ(f) =

∫
µξ(f) dµ(ξ) (9.1)

Sometimes the disintegration theorem is presented in the above form [25].

9.4 Measurable Partitions

Back to partitions.

Definition 9.4.1. Let P ⊂ BM be a partition. We say that P is a measurable partition if there exists
a countable symmetric family {An}n ⊂ BM and M0 ⊂M of full measure such that

x ∈M0 ⇒ P (x) =
⋂
An∋x

An

Clearly if P is measurable then A = σalg.gen.(An : n) is a countably generated σ -algebra whose
atoms coincide with the elements of P almost everywhere. In particular, we can consider the
quotient space MP =MA which is a standard space. Reciprocally, given a partition P we consider
MP =M/{x ∼ y ⇔ P (x) = P (x)}, π :M →MP the projection and equip MP with the σ -algebra

BP = {U : π−1(U) ∈ BM}

It follows that π : (M,BM) → (MP,BP) is measurable, and we equip this space with the
probability ν = πµ as usual. If (MP,BP, ν) is an standard space then using the separability of BP

we easily deduce that P is a measurable partition. We record this result as follows.

Corollary 9.4.1. If P ⊂ BM is a partition, then P is measurable if and only if (MP,BMP
, ν) is

standard.
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Example 9.4.1. We can use the previous Corollary to show that some partitions are not measurable.
The classical example is the following. Consider ϕt :M = T2 ý an irrational flow and let P be the
partition consisting of the orbits of ϕt. Each atom of P is an (immersed) sub-manifold of M , hence
a Borel set. Let λ be the Lebesgue measure and consider the quotient space MP as described above.
Now if A ⊂MP has positive ν-measure, by ergodicity of ϕt it follows that λ(A) = 1. In other words,

BP =µ {∅,MP}

but since MP is uncountable, we deduce that (MP,BMP
) is not an standard space. Therefore P is not

measurable.

9.5 Lebesgue Spaces

As discussed, Borel/standard probability spaces correspond to spaces (in the continuous case)
isomorphic to [0, 1] with its Borel σ -algebra, equipped with the Lebesgue measure. Now we
discuss those spaces isomorphic to the completion of B[0,1], i.e. L[0,1].

Definition 9.5.1. We say that (X,L, µ) is a Lebesgue space if it is complete (as measure space) and
isomorphic mod 0 to the completion of a standard probability space.

Note that if (X,L, µ) is Lebesgue then there exists X0 ⊂ X of full measure and a Polish
topology on X0 such that L ∩X0 = c(BX0). A related concept is the that of basis of a probability
space.
Notation: Recall that if (X,A, µ) is a probability space, then Aµ denotes the completion of A.

Definition 9.5.2. Let (X,A, µ) be a measure space. We say that this space is separable if there
exists E ⊂ A countable such that

1. For σalg.gen.(E)
µ
= Aµ.

2. x ̸= y ∈M then exists E ∈ E such that 1E(x) ̸= 1E(y).

In this case we say that E is a basis of the space.

Clearly if (X,L, µ) is a Lebesgue space then it is separable, but the converse it is not true. To
see this we observe the following fact. Suppose that (X,L, µ) is separable with basis E = {En}n
and define ψ : X → Ω := {0, 1}N by

ψ(x) := (1A1(x), . . . ,1An(x), . . .).

Then Ω is a compact metrizable space and ψ is measurable; furthermore ψ(x) = ψ(y) if and only
if 1En(x) = 1En(y) for every n, which implies that x = y since E separates points. Therefore ϕ is
one to one.

Let ΩX := ψ(X) and consider its trace σ -algebra CX = BΩ ∩ ΩX . Then ψ : (X, σalg.gen.(E)→
(ΩX , CX) is measurable, and we can consider νX := ψµ.

Lemma 9.5.1. The map ψ−1 : (ΩX , CX)→ (X, σalg.gen.(E)) is measurable.

Proof. The set

G = {A ∈ σalg.gen.(E) : ψ(A) ∈ CX}

is easily checked to be a σ -algebra. Observe that ψ(An) = Ω ∩X−1
n (1) where Xn(ω) = ωn, hence

An ∈ G and therefore G = σalg.gen.(E). The result follows. ■
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Corollary 9.5.2. If (X,L, µ) is separable then it is isomorphic to (ΩX , CX
µ
, νX).

We can now give the following characterization of Lebesgue spaces.

Proposition 9.5.3. The space (X,L, µ) is Lebesgue if and only if it is separable and ΩX ∈ BΩ
ν
.

Proof. Assume that (X,L, µ) is Lebesgue and consider M =µ X standard such that L∩M = BM
µ
.

Let ψ :M → Ω the map constructed above. By theorem 9.3.6 ψ(M) ∈ BΩ
ν

has full ν measure,
and since ψ(X) ⊃ ψ(M), it follows ΩX = ψ(X) ∈ BΩ

ν
.

Conversely, if ΩX ∈ BΩ
ν
, then there exists Ω′

X ∈ BΩ such that ν(Ω′
X) = 1 and by the previous

corollary (X,L, µ) is isomorphic (mod 0) to (Ω′
X ,BΩ′

X

ν
, ν), which is a Lebesgue space. ■

Example 9.5.1. Consider ([0, 1],L[0,1], µ) and let X ⊂ [0, 1] with λ∗(X) = 1, λ∗(X) = 1. Define
LX = L[0,1] ∩X and µ := λ∗|LX; clearly (X,LX , µ) is separable, but ψ(X) is not in the completion
of BΩ with respect to ν, therefore is not a Lebesgue space.

We finish this part by noting that the technology of disintegration of measures works without
significant changes for Lebesgue spaces. If (X,L, µ) is Lebesgue and A ⊂ L is a σ-algebra, then
it is countably generated mod 0 so we can disintegrate µ by A.

Exercises

1. Consider an increasing (decreasing) sequence (An)n of sub σ -algebras of BM where M is
standard, and let A = ∨nAn (resp. ∩nAn). Show that there exists M1 ∈ BM of full measure
and such that for x ∈M1,

µAn
x

ω∗
−−−→
n 7→∞

µAn
x .
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APPENDIX A

Measure and Probability

A.1 Probabilities and Measures

In this course it is assumed that the reader has basic knowledge of measure theory. In this part
we review some facts that will be used in the main text.

Let M be a metric space and BM its Borel σ -algebra, that is, the smallest σ -algebra that
contains the open (or closed) sets. Below we establish an useful characterization of BM.

Lemma A.1.1. Suppose that C ⊂ 2M is closed under countable intersections, countable disjoint
unions and contains the open sets. Then BM = C.

Proof. Let C be the smallest class (Zorn) that contains the open sets and is closed under countable
intersections and disjoint countable unions. Clearly C ⊂ BM. Consider

E = {A ∈ C : Ac ∈ C}

and note that if F ⊂ M is closed, then F = ∩∞n=1D(F, 1/n) hence E contains the open sets.
Suppose that (An)n ⊂ C and let A := ∩nAn. Then A ∈ C and Ac = ∪nAcn. Using disjointification
we can write Ac as a disjoint union of elements of C, hence Ac ∈ C and hence A ∈ E . This implies
that E ⊂ C contains the open sets, is closed under disjoint unions and intersections, hence E = C,
i.e. C is closed under complements. But then C is a σ -algebra and thus C = BM. ■

Let us fix (Ω,BΩ, µ) a probability space; C ⊂ BΩ is called a

1. π -system if it is closed under finite intersections;

2. λ - system if Ω ∈ C, C is closed under complements and under disjoint countable unions.

Lemma A.1.2 (Dynkin’s lemma). Let C be a π -system generating BΩ and A a λ -system such that
C ⊂ A. Then A = BΩ.

As a corollary we get

Corollary A.1.3. Let µ, ν ∈ Pr(Ω) such that µ(A) = ν(A) for every A ∈ C where C is a π - system.
Then µ = ν.
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A.2 Integration on Probability Spaces

Now we recall some basic notation and facts from probability theory. Throughout this part
(M,BM, µ) will denote a fixed probability space.

Measurable functions X :M → R are called random variables (rv). If X is a rv then

µX := X∗µ ∈ Pr(R)

is the distribution of X. For B ∈ BR it is usually written

µX(B) = µ(X ∈ B).

More generally, for X1, · · · , Xn rv’s the function X = (X1, · · · , Xn) : M → Rn is measurable
(with respect to BRn): it is called a random vector. In this case

µX := X∗µ ∈ Pr(Rn)

is the joint distribution of X1, · · · , Xn.

Definition A.2.1. Fox an integrable rv X we write

Eµ(X) =

∫
X dµ

and is called the expected value (or expectation) of X.

It follows by lemma 2.1.4 that

Eµ(X) =

∫
R
t dµX(t).

In general, if ϕ : R → R is measurable with Eµ(|ϕ(X)|) < ∞, by approximating ϕ by simple
functions we deduce

Eµ(ϕ(X)) =

∫
ϕ(t) dµX(t).

Definition A.2.2. For X ∈ L2(M,µ) its variance is defined as

var(X) := ∥X − Eµ(X)∥2
L2 = Eµ(X2)− (Eµ(X))2

The standard deviation of X is

σ(X) = sd(X) :=
√

var(X) = ∥X − Eµ(X)∥L2

Definition A.2.3. For X, Y ∈ L2(M,µ) their covariance is defined as

cov(X, Y ) := Eµ((X − Eµ(X))(Y − Eµ(Y )) = Eµ(XY )− Eµ(X) · Eµ(Y )

Note that by Cauchy-Schwartz inequality,

cov(X, Y ) ≤ sd(X) · sd(Y ) < +∞.
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Definition A.2.4. For X, Y ∈ L2(M) their correlation is defined as

ρ(X, Y ) :=
cov(X, Y )

sd(X) · sd(Y )

with the convention that 0
0
= 1.

By the inequality above, 0 ≤ ρ(X, Y ) ≤ 1. Now we’ll state a very useful lemma.

Lemma A.2.1. Let X ≥ 0 rv and p > 0. Then

Eµ(Xp) = p

∫ ∞

0

tp−1µ(X ≥ t) dt.

Proof. We compute,

Eµ(Xp) =

∫
Ω

Xp(ω) dµ(ω) =

∫
Ω

dµ(ω)

∫ X(ω)

0

ptp−1 dt =

∫
Ω

dµ(ω)

∫ ∞

0

ptp−11[0,X(ω))(t) dt

=

∫ ∞

0

dt

∫
Ω

ptp−11[0,X(ω))(t) dµ(ω)

by Tonelli’s theorem, and since 1{X≥t}(ω) = 1[0,X(ω)](t) it follows

=

∫ ∞

0

dt

∫
Ω

ptp−11{X≥t}(ω) dµ(ω) = p

∫ ∞

0

tp−1µ(X ≥ t) dt.

■

As a consequence, if X ≥ 0 then

Eµ(X) =

∫ ∞

0

µ(X ≥ t) dt (A.1)

hence (since F̃X(t) = µ(X ≥ t) is decreasing),

∞∑
n=1

µ(X ≥ n) ≤ Eµ(X) ≤
∞∑
n=0

µ(X ≥ n) (A.2)

The function F̃X(t) appears sufficiently often in applications to deserve a name.

Definition A.2.5. If X is a rv, its tail distribution is the function F̃X(t) = µ(X ≥ t).

Lemma A.2.2 (Markov inequality). Let X be a rv and g : R→ R a monotone function such that
exists Eµ(g(X)). Then

F̃X(t) = µ(X ≥ t) ≤ 1

g(t)

∫
{X>t}

g(X) dµ.

Proof. With no loss of generality assume g(t) ̸= 0. Then

µ(X ≥ t) =

∫
1{X≥t}(ω) dµ(ω) ≤

∫
1{X≥t}(ω)

g(X(ω))

g(t)
dµ(ω) ≤ 1

g(t)

∫
{X>t}

g(X)dP.

■
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Corollary A.2.3 (Chebychev inequality). Let X,∈ L2. Then

µ(|X − Eµ(X)| ≥ t) ≤ var(X)

t2

Proof. Indeed, by the Markov inequality applied to Y = (X − Eµ(X))2,

µ(|X − Eµ(X)| ≥ t) = µ(Y ≥ t2) ≤ Eµ(Y )

t2
=

var(X)

t2
.

■

A.3 Independence

The definition of independence lies at the heart of probability theory. In chapter 7 we’ll investigate
this notion from the dynamical point of view.

Definition A.3.1.

1. X1, · · · , Xn rv are independent if the distribuition of the random vector X = (X1, · · · , Xn) is
the product of the distributions of the Xi.

2. The events Ai ∈ BΩ, 1 ≤ i ≤ n are independent if 1A1 , · · · ,1An are independent.

3. The sub σ -algebras A1, · · · An ⊂ BΩ are independent if every collection of events Ai ∈ Ai, 1 ≤
i ≤ n are independent.

4. An arbitrary family {Ai}i∈I of sub σ -algebras is independent if every finite sub-family is
independent.

Remark A.3.1.

1. Consider X1, · · · , Xn rv and let νi := Xiµ, ν = Xν where X = (X1, · · · , Xn) : M → Rn.
Observe that ν =

∏n
i=1 νi if and only if for every family of sets {Bi}ni=1, Bi ∈ BR we have

ν(B1 × · · ·Bn) =
n∏
i=1

νi(Bi)

which is equivalent to

µ(X1 ∈ B1, · · · , Xn ∈ Bn) =
n∏
i=1

µ(Xi ∈ Bi).

Above we used that the rectangles {B1 × · · · × Bn} generate BRn. In particular, taking
Xi = 1Ai

, Ai ∈ BM and Bi = {1} ⊂ R we deduce that A1, · · · , An if are equivalent then

µ(
n⋂
i=1

Ai) =
n∏
i=1

µ(Ai) (A.3)

On the other hand, it is easy to see that if the above is true then the equality is also valid by
changing some of the Ai by their complement (which amounts by taking Bi = {0}). In the
end, A1, · · ·An are independent if and only if eq. (A.3) is valid.
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2. The rv’s X1, · · · , Xn are independent if and only if σalg.gen.(X1), · · · , σalg.gen.(Xn) are inde-
pendent. As a consequence, an infinite family of rv’s (Xi)i∈∆ is said to be independent if
{σalg.gen.(Xi)}i∈∆ is a family of independent σ -algebras.

For independent rv’s it is sometimes possible to compute the distribution of combinations of
them. Let us see a typical example.

Example A.3.1. Let X, Y indep. rv’s. If E ∈ BR2 we obtain by Fubini’s theorem,

µX × µY (E) =
∫
µY (E(x,∗)) dµX(x) =

∫
µ(Y ∈ E(x,∗)) dµX(x) =

∫
µ((x, Y ) ∈ E) dµX(x)

Take B ∈ BR, E = {X + Y ∈ B}: then µ((x, Y ) ∈ E) = µ(Y ∈ B − x) = µY (B − x), hence

µ(X + Y ∈ B) = µ((X, Y ) ∈ E) =
∫ ∞

−∞
µY (B − x) dµX(x) = (µX ∗ µY )(B).

It follows µX+Y = µX ∗ µY .

We leave the following as an exercise for the reader

Proposition A.3.1. If X1, · · · , Xn are independent, then Eµ(
∏n

i=1Xi) =
∏n

i=1 Eµ(Xi).

We end this part with a famous Lemma.

Lemma A.3.2 (Borel-Cantelli). If (An)n is a sequence of independent sets and
∑

n µ(An) = ∞,
then µ(lim supnAn) = 1.

Proof. Recall that lim supnAn =
⋂
k

⋃
n≥k An. We compute

µ(lim sup
n

An) = 1− µ(
⋃
k

⋂
n≥k

Acn) = 1− lim
k
µ(
⋂
n≥k

Acn) = 1− lim
k

∞∏
n=k

µ(Acn)

= 1− lim
k

∞∏
n=k

(1− µ(An))

and since 1− x ≤ e−x for all x ∈ R,

⇒ µ(lim sup
n

An) ≥ 1− lim
k

exp
(
−

∞∑
n=k

µ(An)
)
= 1.

■

Example A.3.2. Consider Ber(p1, · · · , pk) with n -projection πn : Ωk → {1, · · · , k}. Fix 1 ≤ i ≤ k
and consider An = {πn = i}; then (An)n is an independent family and

∞∑
n=0

µ(An) =
∞∑
n=0

pi =∞.

By the Borel-Cantelli Lemma, for µ - a.e.(ω) the sequence ω has infinitely many entries equal to i.
This simple fact can be improved using the Ergodic Theorem (or the Strong Law of Large Numbers):
for µ - a.e.(ω),

lim
n

1

n
#{0 ≤ j ≤ n : wj = i} = pi.
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A.4 Conditional Expectation

Now we go over the theory of conditional expectation that is required for our course. For more
on this topic the reader can consult essentially any book on probability theory.

There are several ways to think about conditional expectation (and as usual, different
approaches come handy in different situations), but here is my favorite one: suppose that in a
probability space (M,BM, µ) we are given A ⊂ BM a sub σ -algebra and f ∈ L1(BM).

Question. What is the “best” approximation g ∈ L1(A) to f?

Is not that clear what this “best” means, so to make some progress let us consider the same
problem in L2. Now we are in business: H = L2(BM) is a Hilbert space, and K = L2(A) ⊂ H is
a closed subspace (L2 spaces are complete, hence closed), therefore for f ∈ H there is a well
defined notion of best aproximation in H, namely g ∈ K the orthogonal projection of f on K.
Indeed, if Eµ(·|A) : H → K denotes the orthogonal projection, then

∀h ∈ K, h ̸= Eµ(f | A)⇒ ∥f − Eµ(f |A)∥L2 < ∥f − h∥L2.

The condition above is equivalent to the fact that f − Eµ(f |A) ⊥ K, i.e.

∀h ∈ L2(A), ⟨f − Eµ(f |A), h⟩ = 0 ∼ ∀A ∈ A,
∫
A

f dµ =

∫
Eµ(f |A) dµ. (A.4)

Observe that the previous line completely characterizes Eµ(f |A): if g ∈ L2(A) is such that

∀A ∈ A ⇒
∫
A

f dµ =

∫
A

g dµ

then g L2

= Eµ(f |A).
The (linear) operator Eµ(·|A) : (L2(BM), ∥·∥L2) → (L2(A), ∥·∥L2) is a projection, and there-

fore bounded (with norm = 1); we seek to extend it to a bounded linear operator Eµ(·|A) :
(L1(BM), ∥·∥L1)→ (L1(A), ∥·∥L1). Since L2(BM) ⊂ L1(BM) is dense (with the ∥·∥L1 norm) and
L1 is complete, it suffices to show that:

(∗) (fn)n≥0 ⊂ L2(BM), ∥fn∥L1 −−−→
n→∞

0⇒ ∥Eµ(f |A)∥L1 −−−→
n→∞

0

Now fix f ∈ L2(BM) and let

g(x) =


f̄(x)

|f |(x)
f(x) ̸= 0

0 f(x) = 0

.

Then g is A measurable, |g| ≤ 1 and |f | = g · f : therefore,

∥f∥L1 =

∫
g · f dµ =

∫
g · Eµ(f |A) ≤

∫
|Eµ(f |A)| dµ = ∥Eµ(f |A)∥L1

and (∗) follows.
We deduce that there exists an extension of the orthogonal projection Eµ(·|A) : (L1(BM), ∥·∥L1)→

(L1(A), ∥·∥L1) with ∥Eµ(·|A)∥ = 1 (i.e. a contraction) satisfying that for every f ∈ L1, the function
Eµ(f |A) ∈ L1(A) is the unique A-measurable function satisfying

∀A ∈ A,
∫
A

f dµ =

∫
A

Eµ(f |A) dµ ∼ ∀g ∈ L∞(A),
∫
gf dµ =

∫
gEµ(f |A) dµ. (A.5)
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Definition A.4.1. For f ∈ L1 the map Eµ(f |A) is the conditional expectation of f relative to A. If
f = 1A we denote µ(A|A) := Eµ(1A|A) and call µ(A|A) the conditional measure of A relative to A.

Remark A.4.1.

1. Eµ(f |A) is not a function, but a class of functions in L1(BM). It is seldom the case that there
exists a canonical representative for the conditional expectation. The reader should keep this in
mind in chapter 9.

2. µ(A|A) is not a number, but a class of functions. See the example below.

Example A.4.1. Suppose that P = {P1, · · · , Pd} ⊂ BM is a finite partition of M (µ(Pi ∩ Pj) = 0 if
i ̸= j) and consider A = σalg.gen.(P). For f ∈ L1 one verifies directly that the function

g :=
d∑
j=1

(
1

µ(Pij)

∫
Pj

f dµ

)
1Pj

=
d∑
j=1

EµPj
(f)1Pj

is

• A measurable, and

• if A ∈ A then Eµ(f ;A) = Eµ(g;A).

By uniqueness we conclude g = Eµ(f |A) almost everywhere.
Observe that if P = {B,Bc} then A = {∅, B,Bc,M} and if A ∈ BM,

µ(A|A) = µB(A)1B + µBc(B)1Bc

and therefore µ(·|A)|BM ∩B coincides with µB.

Example A.4.2. Using uniqueness of the conditional expectation it is easy to see that for f ∈ BM, it
holds

1. Eµ(f |Nσ - al) =
∫
f dµ

2. Eµ(f |BM) = f

A.4.1 Basic properties of the Conditional Expectation

CE-1 If f ≥ 0 then Eµ(f |A) ≥ 0; in other words, Eµ(·|A) is a positive operator on L1(BM)

Proof. If A = {x : Eµ(f |A) < 0} then A ∈ A, thus 0 ≥
∫
A
Eµ(f |A) dµ =

∫
A
f dµ ≥ 0. It follows

that
∫
A
Eµ(f |A) dµ = 0, which implies that µ(A) = 0. ■

CE-2 If f ∈ L1(BM) then

|Eµ(f |A)| ≤ Eµ(|f | | A)

It follows that if f ∈ L∞(BM) then Eµ(f |A) ∈ L∞(A) and ∥Eµ(f |A)∥L∞ ≤ ∥f∥L∞ (therefore
Eµ(·|A) : L∞(BM)→ L∞(A) is a contraction).
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Proof. Direct from CE-1. ■

CE-3 Tower law: if C ⊂ A ⊂ BM are sub σ -algebras, then for every f ∈ L1(BM) it holds

Eµ(f |C) = Eµ(Eµ(f |A)|C) µ - a.e.

Proof. This is clear for projections in L2; in general use a limit argument. ■

CE-4 Suppose that (M,BM, µ), (N,BN, ν) are probability spaces and T : M → N is a measurable
map with Tµ = nu, and A ⊂ BN is a σ -algebra. Then for every f ∈ L1(BM),

TEµ(f |A) = Eν(Tf |T−1A) ν - a.e.

Proof. The function g = TEµ(f |A) is T−1(A) measurable, and if A ∈ T−1(A) then A = T−1B
for some B ∈ A, therefore∫

A

g dν =

∫
B

Eµ(f |A) dµ =

∫
B

f dµ =

∫
A

Tf dν.

We deduce that g = Eν(Tf |T−1A)ν - a.e.. ■

CE-5 Let (fn)n ⊂ Fun(M).

(a) Dominated convergence for CE: if there exists g ∈ L1(BM) such that for every n, |fn| ≤ |g|
and (fn)n converges - a.e. to f , then limn Eµ(fn|A) = Eµ(f |A) - a.e..

(b) Fatou’s Lemma for CE: It holds Eµ(lim infn fn) ≤ lim infn Eµ(fn).

Suppose that (fn)n ⊂ L1(BM) converges pointwise to f and for all n, |fn| ≤ g for some
g ∈ L1(BM). Then limn Eµ(fn|A) = Eµ(f |A) - a.e..

Proof. Let hn = supk≥n|f − fn|; it follows that hn ↘ 0µ - a.e.(x); let h = limn ↓ Eµ(hn)
(pointwise limit). As 0 ≤ hn ≤ 2 · g, we get that (hn)n ∈ L1(BM) is a dominated sequence.
Therefore, by the TDC it converges to zero in L1(BM), and since the CE is a continuos positive
operator in L1, we get that limn∥Eµ(hn)∥L1 = 0, hence

0 ≤ ∥h∥L1 =

∫
h dµ ≤

∫
Eµ(hn) dµ −−−→

n→∞
0⇒ h = 0µ - a.e.(x)

Finally, note that |Eµ(f)− Eµ(fn)| ≤ Eµ(hn), thus converges to zero µ - a.e.(x) (and in L1, of
course).

The second part is left as an exercise. ■

Recall:. A function ϕ : I ⊂ R→ R (I interval) is convex if for every x, y ∈ I, λ ∈ [0, 1] it holds

ϕ(λx+ (1− λ)y) ≤ λϕ(x) + (1− λ)ϕ(y),

and is strictly convex if the previous inequality is strict for x ̸= y, λ ∈ (0, 1). The function ϕ is
concave if −ϕ is convex.
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If ϕ is convex then1 for every a < c < b ∈ I,
ϕ(c)− ϕ(a)

c− a
≤ ϕ(b)− ϕ(a)

b− a
≤ ϕ(b)− ϕ(c)

b− c
, (A.6)

which in turn implies for every a < c ≤ d < b,
ϕ(c)− ϕ(a)

c− a
≤ ϕ(b)− ϕ(d)

d− b
. (A.7)

Fix x0 = b and note that by eq. (A.6), the function x 7→ ϕ(x)−ϕ(x0)
x−x0 is increasing in I ∩ (−∞, x0),

therefore there exists the left derivative at x0, ϕ′(x0−). Similarly, there exists the right derivative
ϕ′(x0+) and by eq. (A.7) we get ϕ′(x0−) ≤ ϕ′(x0+). From this follows that ϕ is continuous.

Moreover, again using eq. (A.7) one verifies that if lx0(x) = ϕ′(x0+)(x − x0) + ϕ(x0) is the
equation of the right-tangent line, then ϕ(x0) ≥ lx0(x) for every x ∈ I; if ϕ is strictly convex then the
equality can only occur at x0. In particular we have

ϕ(x) = sup
x0∈I
{lx0(x0)}. (A.8)

One can even choose a countable family of affine functions if desired.

Now we prove a central inequality.

Proposition A.4.1 (Jensen inequality). Let C ⊂ BM be a σ -algebra and f ∈ L1 (or in Fun(M)≥0).
If ϕ : R→ R is convex and ϕ(f) ∈ L1 then

ϕ(Eµ(f |C)) ≤ Eµ(ϕ ◦ f |C) - a.e.

In ϕ is strictly convex then we have equality if and only if f is C -measurable.
Particular case: It holds

ϕ(

∫
f dµ) ≤

∫
ϕ ◦ f dµ

If ϕ is strictly convex we have equality if and only if f is constant - a.e.

Proof. Write ϕ(x) as in eq. (A.8) and write lx0(x) = a(x0)x+b(x0): then ϕ(fx) ≥ a(x0)(fx)+b(x0),
therefore

Eµ(ϕ ◦ f |A)(x0) ≥ sup
x0

{a(x0)Eµ(f |A) + b(x0)} = ϕ(Eµ(f |A)).

For the second part, let x0 = Eµ(f |A)(x), A = {f ̸= Eµ(f |A)}: then

ψ(x) := ϕ(fx)− a(Eµ(f |A)(x))f(x) + b(Eµ(f |A)(x))
is a non-negative function, positive on A with integral zero, and thus µ(A) = 0. ■

Proposition A.4.2. If f ∈ Fun(M)≥0 then for 1 ≤ p ≤ ∞ it holds ∥Eµ(f |C)∥L1 ≤ ∥f∥Lp.

Proof. We have already seent the cases p = 1,∞. For 1 < p <∞ consider ϕ(t) = |t|p: ϕ is convex,
therefore

∥Eµ(f |C))∥pLp =

∫
ϕ(Eµ(f |C)) dµ ≤

∫
Eµ(ϕ ◦ f |C) dµ =

∫
|f |p dµ = ∥f∥pLp.

■
1In fact this condition is equivalent to convexity.
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Dynamics and conditional expectations Suppose that T : (M,BM, µ)→ (N,BN, ν) is given,
and let A ⊂ BN is a sub σ -algebra. Let f ∈ L1(BN).

Claim. TEν(f |A) = Eµ(Tf |T−1A) almost everywhere.
Indeed, g = TEν(f |A) is T−1A measurable, and if B = T−1A ∈ T−1A, then∫

B

g dµ =

∫
A

Eν(f |A) dν =

∫
A

f dν =

∫
Tf dµ,

therefore the claim follows.

Corollary A.4.3. Let T : (M,BM, µ) ý be an endomorphism, and A ⊂ JT a σ -algebra. Then for
every f ∈ L1(BM),

TEµ(f |A) = Eµ(Tf |A).
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APPENDIX B

The Spectral Theorem for Unitary Representations

In this part we cover the version of the Spectral Theorem needed for Ergodic Theory. There are
several proofs available in the literature of this important result. However, I found surprirsingly
difficult to find a self contained presentation for the case of unitary representations of Abelian
groups: either the proof is given for the case of a single unitary operator and the general case is
said to follow along the same lines (which, I honestly don’t see how), or some heavy machinery
is invoked and then the theorem is said to be trivial corollary. As these two options seemed
unsatisfactory to me, I decided to write the details for the case in consideration. The presentation
is based on one due to Choquet, and some parts are adapted from Katnelson’s notes.
Convention: if H is a Hilbert space, the inner product ⟨, ⟩ is assumed to be linear in the second
coordinate, and anti-linear in the first one.

B.1 The Spectral Theorem

Convolution and the Group Algebra

For the rest of this part G denotes a topological group that is

• Abelian,

• locally compact and Haussdorf.

As explained in Chapter 4, G has a unique projective class of Haar measures, and we fix one
of them which we denote by λ. Recall that the dual group of G is

G∗ := {χ : G→ T : χ continuous homomorphism}.

Elements of G∗ are called characters, and G∗ is assumed to be equipped with the topology of
uniform convergence on compact subsets of G. With this topology, G∗ it is a locally compact
Hausdorff space.

Example B.1.1.

1. The dual group of Z is T: for a character χ : Z → T is determined as χ(n) = αn, α = χ(0).
Then r−α◦χ : Z→ T is the trivial map, and thus χ induces an isomorphism Z∗ → {rα}α [0,1) ≈
T. Similarly, (Zd)∗ = Td

177



178 The Spectral Theorem for Unitary Representations B.1

2. The dual group of Td is Zd (cf. remark 4.1.4).

3. The dual group of Rd is Rd; given χ : R → T continuous homomorphism, consider its lift
χ̃ : R→ R satisfying χ̃(0) = 0. By uniqueness of lifts one verifies easily that χ̃ is a continuous
group morphism of (R,+), thus is linear. This implies that R∗ ≈ R, and the d -dimensional
case follows by taking projections.

Notation. If χ ∈ G∗, g ∈ G we write χg := χ(g).

Observe that G ↪−→ G∗∗ via the natural evaluation

g 7→ evg : χ 7→ χg

This map is easily seen to be a continuous monomorphism of groups: that it is also surjective is a
famous result due to Pontryagin.

Theorem B.1.1 (Pontryagin duality). The map ev : G → G∗∗ is an isomorphism of topological
groups.

We’ll be interested in the space L1(G). As every L1 space, L1(G) is a Banach space. It turns
out that it possesss some additional structure.

Definition B.1.1. A Banach space A is called a (unital) Banach Algebra if there exists a (necessarily
continuous) product · : A× A→ A such that (A,+, ·) is an algebra (over C or R) with unity e ∈ A,
and furthermore

x, y ∈ A⇒ ∥x · y∥ ≤ ∥x∥∥y∥

A Banach Algebra is a ∗ -algebra if it is equipped with a continuous map ∗ : A→ A such that

• (λx+ y)∗ = λx∗ + y∗.

• x∗∗ = x.

• (xy)∗ = y∗x∗.

• ∥x∗∥ = ∥x∥.

Example B.1.2.

1. Let A = C(M,C) where M is a compact metric (or Hausdorff) space. With respect to the
uniform norm A is a Banach space. Defining the product in A pointwise and f ∗ = f for f ∈ A

it follows that A is a Banach ∗ -algebra.

2. Consider a Hilbert space H and B(H) = {A : H → H : A is linear and bounded}. Equipped
with the operator norm B(H) is a Banach space; if we define the product by composition and
A∗ =adjoint of A, then it is direct to verify that BM is a - ∗ Algebra. More generally, we could
consider A ⊂ B(H) closed sub-algebra.
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Now let us see that L1(G) is a Banach ∗ -algebra. First we define the product:

f, f ′ ∈ L1(G)⇒ h(x) := f ∗ f ′(x) =

∫
f(x− y)f ′(y) dλ

This is the convolution of f and f ′, and regrettably in this case the symbol for the product
coincides with the one for the involution; hopefully this won’t cause much confusion. Of course
it is necessary to show that h ∈ L1(G): the map F (x, y) = |f |(x − y) · |f ′|(y) is measurable on
G×G, and by Tonelli’s theorem,∫

F (x, y) dλ⊗ dλ(x, y) = ∥f∥L1∥f ′∥L1

Hence by Fubini’s theorem the function y 7→ f(x − y)f ′(y) is in L1(G) for λ - a.e.x, and in
particular h(x) is well defined λ almost everywhere. From the previous argument it also follows
that

∥f ∗ f ′∥L1 ≤ ∥f∥L1∥f ′∥L1

As for the involution, let T : G→ G the map T (x) = −x and observe that Tλ is invariant under
every traslation, thus a Haar measure. By taking any set U such that λ(U) < +∞ and noting that
λ(U ∩ T (U)) = Tλ(U ∩ T (U)), we deduce that Tλ = λ. Thus, is we define f ∗(x) = f(−x) we get

∥f ∗∥L1 =

∫
|f(−x)| dλ(x) =

∫
|f(x)| dλ(x)

The other properties are even easier to check. We are almost done.

Remark B.1.1. If G is not compact, then L1(G) won’t have an identity, so it is not a Banach Algebra
by our definition. Nonetheless, the most interesting cases for us will be when the group is either Z
or R, which are not compact. For Z some direct arguments are available (see Katnelson’s notes),
and one can avoid discussing the structure of L1(Z)(= ℓ1). Nonetheless, these don’t extend easily to
continuous case; it’s the difference between doing Fourier analysis in Z and R.

Luckily there exists a simple algebraic solution: we just “adjoin” an identity e to L1(G) and
extend all operations naturally.

Definition B.1.2. Let G be a locally compact Abelian topological group. The group algebra of G is
the space

R(G) := C⊗L1(G)

obtained by adjoining an identity e to L1(G).

Remark B.1.2. If G is compact then R(G) := L1(G).

The previous arguments show:

Proposition B.1.2. R(G) is a Banach ∗ -algebra.

We conclude this part by noting that the convolution has a regularizing property. First observe
that if f ∈ L1(G), h ∈ L∞(G) then f ∗ h is well defined and

∥f ∗ h∥L∞ ≤ ∥f∥L1∥h∥L∞.
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Lemma B.1.3. For f ∈ L1(G), h ∈ L∞(G) the function F = f ∗ h is uniformly continuous.

Proof. Given x ∈ G and consider the function fx = L−xh ∈ L1(G),

fx(y) = f(y − x)

and compute

|F (x)− F (y)| ≤
∫
|f(x− z)− f(y − z)||h(z)| dλ(z) ≤ ∥h∥L∞∥fx − fy∥L1.

It suffices to show then that G ∋ x 7→ fx ∈ L1(G) is uniformly continuous.
Fix ϵ > 0 and consider c ∈ Cc(G) such that ∥f − c∥L1 < ϵ

3
. Denote by K = supp(c) and assume

that λ(K) > 0. Since c is uniformly continuous there exists a neighborhood N of 1 ∈ G such that

∥c− cx∥C0 <
ϵ

3λ(K)
∀x ∈ N

which implies

∥c− cx∥L1 <
ϵ

3
and thus

∥f − fx∥L1 ≤ ∥f − c∥L1 + ∥c− cx∥L1 + ∥cx − fx∥L1 < ϵ ∀x ∈ N.

In general, note that fx − fy = (f − fy−x)x, thus for y − x ∈ U it holds

∥fx − fy∥L1 = ∥f − fy−x∥L1 < ϵ.

■

Unitary Representations and Positive Definite Functions

So far so good. Now we come to the central topic in this part: unitary representations of G.
Consider a (separable) Hilbert space H and denote

B(H) = {A : H → H : A is linear and bounded}
U(H) = {U ∈ B(H) : U is unitary}.

Definition B.1.3. By a unitary representation of G we mean a group morphism π : G→ U(H) that
is SOT -continuous; meaning, if (gi)i converges to g in G then for every x ∈ H, π(gi) · x −→

i
π(g) · x in

H.

Example B.1.3.

1. If χ ∈ G∗ then χ : G→ S1 = U(C) is (norm) continuous, hence it is a unitary representation
of G.

2. For U ∈ U(H) we can define π : Z → U(H) by π(n) = Un. One checks directly that π is a
unitary representation of G.

3. Unitary representations of R are called one-parameter groups of unitary operators. In this case
π is the same of a SOT continuous family {U t}t∈R ⊂ U(H) such that U t+s = U t ◦ U s, U0 = Id.
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Notation. If the the representation is fixed and clear from the context we’ll write U g = π(g).

To move further we’ll use an idea of Bochner.

Definition B.1.4. A continuous function f : G→ C is said to be positive definite if it satisfies: for
every function c : G→ C of finite support, it holds∑

g,g′∈G

f(g − g′)c(g)c(g′) ≥ 0 (B.1)

Example B.1.4.

1. If χ ∈ G∗ then χ is positive definite. Indeed, given c of finite support we compute∑
g,g′∈G

χgχg′ · c(g)c(g′) = ∥
∑
g

c(g)χg∥2 ≥ 0.

2. For G = Zn × Zn (with the discrete topology) a function f : G→ C is positive definite iff the
matrix (f(i, j))i,j is a positive definite matrix.

3. Here is the motivating example for all this. Supponse that π : G → U(H) si a unitary
representation of G and let x ∈ H. Define

f(g) = ⟨x, U gx⟩.

We claim that f is positive definite. Indeed, if c has finite support, then∑
g,g′∈G

f(g − g′)c(g)c(g′) =
∑
g,g′∈G

⟨U g′x, U gx⟩c(g)c(g′) = ∥
∑
g

c(g)U gx∥2H ≥ 0.

Let us give a more concrete example of this general construction. Suppose that ν ∈ M(G∗)
is a positive finite measure and for g ∈ G consider the operator Mg that acts on functions
ϕ : G∗ → C by

Mgϕ(χ) = χgϕ(χ) χ ∈ G∗.

In other words, Mgϕ = evg(·) · ϕ. Observe that Mg preserves L2(G∗, ν), and for ϕ, ψ ∈
L2(G∗, ν) we get

⟨Mgϕ,Mgψ⟩L2(ν) =

∫
χgϕ(χ)χgψ(χ) dν(χ) = ⟨ϕ, ψ⟩L2(ν),

so Mg : L
2(G∗) ý is unitary. It follows easily that M : g →Mg is a unitary representation of

G, and thus if ϕ ∈ L2(G∗), the function

f(g) = ⟨ϕ,Mgϕ⟩L2(ν) =

∫
χg|ϕ(χ)|2 dν(χ)

is positive definite. Bochner (based on previous work by Herglotz) realized that these are
essentially all positive positive functions. You probably have seen this before: if G = Z then
G∗ = T and for ϕ ∈ L2(T, λ), dν = |ϕ|2 dλ ∈M(T) and

f(−n) = ⟨Mznϕ, ϕ⟩ =
∫
T
z−ndν

is the n -th Fourier coefficient of the measure ν.
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For later use let us record the following basic properties of positive definite functions.

Lemma B.1.4. Let f : G→ C be positive definite. Then:

• f ∈ L∞(G) with ∥f∥L∞ = f(0).

• f ∗ = f .

Proof. Observe that f(0) ≥ 0 (take c(0) = 1 and c(g) = 0 for g ̸= 0). Consider g0 ∈ G and for
r ∈ C let

c(g) =


1 g = 0

r g = g0

0 otherwise

Since f is positive definite,
∑

g,g′∈G f(g − g′)c(g)c(g′) = (1 + |r|2)f(0) + f(g0)r + f(−g0)r ≥ 0.
Now observe

• r = 1⇒ 2f(0) + f(g0) + f(−g0) ≥ 0, and in particular f(g0) + f(−g0) ∈ R.

• r = i⇒ i(f(g0)− f(−g0)) ∈ R, which implies f(g0)− f(−g0) = f(−g0)− f(g0).

From the above one deduces easily that f(−g0) = f(g0), i.e. f ∗ = f . Let r so that rf(g0) =
−|f(g0)|. Then

0 ≤ (1 + |r|2)f(0) + rf(−g0) + rf(g0) = 2(f(0)− |f(g0)|)⇒ |f(g0)| ≤ f(0).

■

Going back to de definition of positive definite function, suppose that c ∈ Cc(G) is with
(compact) support S and observe that d : S × S → C given by d(x, y) = c(x)c(y)f(x − y) is
uniformly continuous. Thus given ϵ > 0 we can find a partition by measurable sets {Ek}Nk=1 and
points xi ∈ Ei such that

|
N∑

i,j=1

c(xi)c(xj)f(xi − xj)−
∫
c(x)c(y)f(x− y) dλ⊗ λ(x, y)| < ϵ

which implies that the integral above is also non negative. By approximation, the same holds for
every c ∈ L1(G). Observe also that∫

c(x)c(y)f(x− y) dλ⊗ λ(x, y) =
∫ (∫

c(x)c(y)f(x− y) dλ(x)
)
dλ(y)

=

∫ (∫
c(x+ y)c(y)f(x) dλ(x)

)
dλ(y) =

∫ (∫
c(x+ y)c(y) dλ(y)

)
f(x) dλ(x)

=

∫ (∫
c(y − x)c(y) dλ(y)

)
f(x) dλ(x) =

∫
(c∗ ∗ c) dfλ

= c∗ ∗ c ∗ f ∗(0) = c∗ ∗ c ∗ f(0)

(since f ∈ L∞(G) the function c∗ ∗ c ∗ f is continuous so it makes sense to evaluate it at 0).
We have shown that if f is positive definite function, then f ∈Kwhere

K= {f ∈ L∞(G) : ∀c ∈ L1(G),

∫
(c∗ ∗ c) dfλ ≥ 0}
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This is one of these moments when generalizing pans out: since L1(G)
∗
= L∞(G) we can

identify K as a (clearly convex) set of functionals on L1(G); for emphasizing this point view,
we’ll denote by Fφ the functional determined by φ ∈ L∞(G). Define also

K1 := {f ∈K : ∥f∥L∞ ≤ 1}. (B.2)

Lemma B.1.5. K1 ⊂ L∞(G) is ω∗ compact and convex.

Proof. As we remarked, convexity is inmediate. For compactness, it suffices to check that K1 is
ω∗ closed in B1 = {f : ∥f∥L∞ ≤ 1}. Take (φn)n ∈ K1 such that Fn = Fφn converges to Fφ for
φ ∈ B1, and take c ∈ L1(G), d = c∗ ∗ c. The functions hn = φn ∗ d, h = φ ∗ d are continuous, and

|hn(0)− h(0)| ≤
∫
|d|(x)|φn(x)− φ(x)| dλ(x) −−−→

n→∞
0,

thus h(0) ≥ 0 and h ∈K1. ■

Now we have all the powerful convexity machinery to study positive definite functions, and in
particular Choquet’s theory. The next lemma will be useful to identify the extreme points of K1.

Lemma B.1.6. Let A be a commutative Banach ∗ -algebra and consider

K = {φ ∈ A∗ : φ(x∗x) ≥ 0,∀x ∈ A}
K1 = {φ ∈ K : φ(e) = 1}

Then

1. If φ ∈ K then φ(x∗) = φ(x) and |φ(x)| ≤ φ(1).

2. K1 is convex and

Ext(K) = {φ ∈ K : φ(xy) = φ(x)φ(y)}

Moreover, ∀φ ∈ Ext(K), Im(φ) ⊂ T.

Functionals in a Banach ∗ -algebra satisfying φ(x∗x) ≥ 0,∀x are called positive. Compare with
lemma B.1.4.

Proof. For the first part, given x ∈ A, ∥x∥ ≤ 1 consider z = x∗x, and note that z∗ = z, ∥z∥ ≤ 1.
Recall that the binomial series

(1− r)
1
2 =

∞∑
n=0

(
1
2

n

)
(−1)nrn

converges absolutely for r ∈ C, |r| ≤ 1. Hence, the element w =
∑∞

n=0

(
1/2
n

)
(−1)nzn is well

defined, and moreover

w∗ = w

w∗w = w2 = e− z
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184 The Spectral Theorem for Unitary Representations B.1

It follows that φ(e) − φ(z) = φ(w∗w) ≥ 0 and 0 ≤ φ(z) = φ(x∗x) ≤ φ(e). On the other hand,
f
(
(rx+ se)∗)(rx+ se)

)
≥ 0 for every r, s ∈ C, wich implies

0 ≤ |r|2f(x∗x) + rf(x) + sf(x∗) + |s|2f(e).

Taking r = s = 1 and then r = 1, s = i we get (as in lemma B.1.4) f(x) = f(x∗), and in porticular
for every r ∈ R,

0 ≤ r2f(x∗x) + 2rRe(f(x)) + f(e),

which implies that the discriminant of this polynomial in r has to be non positive, |Re(f(x))|2 ≤
f(e)f(x∗x) ≤ f(e)2. This leads to ∥f∥ = ∥Re f∥ ≤ f(e).

Now consider φ ∈ Ext(K1). Given x ∈ A, it can be written as x = 1
4

∑3
k=0 i

−k(e+ ikx)
∗
(e+ikx),

so by lineality of φ it suffices to show that for every x, y ∈ A,φ(x∗xy) = φ(x∗x)φ(y). Fix z = x∗x,
and without loss of generality assume ∥z∥ ≤ 1. Consider ψ : A→ C, ψ(y) = φ(zy) and observe
that for every y ∈ A

ψ(y∗y) = φ(xy∗xy) ≥ 0

φ(y∗y)− ψ(y∗y) = φ(y∗y(e− z)) = φ(y∗yw∗w) ≥ 0,

which tell us that both ψ, φ − ψ are in the positive cone generated by K. Using that ∥ψ∥ =
ψ(e), ∥φ− ψ∥ = φ(e)− ψ(e) = 1− ψ(e), we can write

φ = ψ(e)
ψ

ψ(e)
+ (1− ψ(e)) φ− ψ

1− ψ(e)

and since φ is extremal, ψ = tφ for some t ≥ 0 (if ψ(e) = 0 or ψ(e)=1 the equality is also valid).
Evaluating in e, t = ψ(e) = φ(x∗x) and thus

φ(x∗xy) = φ(x∗x)φ(y) ∀y ∈ A

as we wanted to show.
Conversely, if φ ∈ K1 preserves multiplication, assume it can be written as a convex combina-

tion

φ =
1

2
ϕ+

1

2
ψ ϕ, ψ ∈ K1

Note that given x ∈ A, a = φ(a)e+ (a− φ(a)e) ∈ C · e+ ker(φ), and similarly for ϕ, ψ. It suffices
then to show that ker(φ) = ker(ϕ) ∩ ker(ψ). By the convex combination above we have the
inclusion ⊃: conversely, if φ(x) = 0 then

0 = 2φ(x∗)φ(x) = 2|φ(x)|2 = ϕ(x∗x) + ψ(x∗x)⇒ ϕ(x∗x) = 0 = ψ(x∗x)

But then |ϕ(x)|2 ≤ ϕ(e)ϕ(x∗x) = 0 and ϕ(x) = 0. Likewise ψ(x) = 0. ■

We want to apply the previous lemma to the group algebra; for this we need to check that
adjoining the identity doesn’t really make any difference.

Lemma B.1.7. Let A be a commutative (non unital) Banach ∗ -algebra and Ã the ∗ -algebra
obtained by adjunction of a unity e. Suppose that φ ∈ A∗ satisfies for every x ∈ A,

1. φ(x∗) = φ(x).
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2. φ(x∗x) ≥ 0.

3. |φ(x)|2 ≤ Cφ(x∗x), for some C > 0.

Then φ extends a functional on Ã satisfying the same properties.

Proof. Define φ̃(re+ x) = rC + φ(x). Then φ̃ is linear, φ̃(z∗) = φ̃(z). For r ∈ C observe,

φ̃((re+ x)∗(re+ x)) = |r|2C + 2Re(rφ(x)) + φ(x∗x)

= |r
√
C +

φ(x)√
C
|2 + φ(x∗x)− |f(x)|

2

C
≥ 0.

The last property is consequence of the previous ones (cf. the proof of lemma B.1.6 above); note
that ∥φ̃∥ = C. ■

It follows that any f ∈K1 can be extended to a functional on the group algebra satisfying the
same properties. We are ready to prove the main result of this part.

Theorem B.1.8 (Herglotz-Bochner-Weil). Let f : G→ C be positive definite. Then there exists (a
necessarily unique) νf ∈M(G∗) non negative measure such that

f(g) =

∫
G∗
χg dνf (χ).

Proof. For what we have seen before, any functional on Fφ ∈ Ext(K1) preserves convolutions,
and is determined by its action on L1(G); here φ : G→ C is λ -essentially bounded. We claim
that x, y ∈ G⇒ φ(x+ y) = φ(x)φ(y). It is a consequennce of Urysohm’s lemma that given x ∈ G
there exists a net (ϕi) supported in a neighborhood of x such that ϕiλ

ω∗
−→
i
δx, and similarly, there

exists a net (ψj) with ψjλ
ω∗
−→
j
δy. On the one hand,

Fφ(ϕi ∗ ψj) = Fφ(ϕi) · Fφ(ψj)

Using that φ is bounded, one proves by standard arguments that

Fφ(ϕi) =

∫
φ dϕiλ −→

i

∫
φ dδx = φ(x)

and similarly, Fφ(ψj) −→
j
φ(y). On the other hand,

Fφ(ϕi ∗ ψj) =
∫ (∫

ϕi(s− t)ψj(t) dλ(t)
)
φ(s) dλ(s) =

∫
(ϕi

∗ ∗ φ(t))ψj(t) dλ(t) −→
j
ϕi

∗ ∗ φ(y)

since ϕi∗ ∗ φ ∈ Cc(G), and thus it is equal to∫
ϕi(u)φ(u+ y) dλ(u) −→

i
φ(x+ y)

since φ is bounded. By similar arguments we can establish that f ∗ = f , so either φ ≡ 0 or
1 = ∥φ∥L∞ = φ(0). Assume then that φ ̸= 0 and note 1 = φ(x)φ(−x) = |φ(x)|2, hence φ : G→ T;
to prove that it is a character it remains to show that it is continuous. Take ψ ∈ Cc(G) such that
f = φ ∗ ψ is different from the zero function: f is continuous and for g ∈ G fixed,

f(x− g) =
∫
φ(x− g − y)ψ(y) dλ(y) = φ(−g)f(x) ∀x ∈ G
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This implies in particular that f(x) ̸= 0∀x, and moreover

φ(x− g)
f(x− g)

=
φ(x)

f(x)
∀g, x ∈ G⇒ φ is a multiple of f.

Thus φ is continuous, hence a character. We have proved that Ext(K1) = G∗ ∪ {0}.
Now given f positive definite we apply Choquet’s theorem 3.4.3 and obtain the finite measure

on νf ∈ Ext(K) that represents f , i.e. for every Γ ∈ Aff(K1),

Γ(f) =

∫
Ext(K1)

Γ(χ) dνf (χ),

and in particular, if ϕ ∈ L1(G), ϕλ(f) =
∫
Ext(K1)

ϕλ(χ) dνf (χ). Fix g ∈ G and proceed as before
to find a net (ψi)i such that µi = ψi dλ are probabilities on G converging ω∗ to δg. Since f is
continuous and bounded, µi(f) −→

i
f(g). On the other hand, if ψ ∈ G∗ ∪ {0} it also follows

that µi(ψ) −→
i
ψ(g). Taking a sub-net indexed by a countable set and applying the DCT to the

uniformly bounded functions ϕnλ(χ), it follows

f(g) = lim
n
ϕnλ(f) = lim

n

∫
Ext(K1)

ϕnλ(χ) dνf (χ) =

∫
Ext(K1)

χg dνf (χ).

With no loss of generality assume f() = 1. For g = 0 the representation formula for f reads

1 = f(0) =

∫
Ext(K1)

χ0 dνf =

∫
G∗

dνf = νf (G
∗),

and since νf is a probability, necessarily νf ({0}) = 0 which tells us that νf is a measure on G∗.
As for the uniquness of νf , observe that span {evg : g ∈ G} ⊂ Cc(G∗) is a separating algebra

that contains the constants, hence it is dense in C0(G∗), and thus (since νf is finite) dense in
L1(G∗, νf ). The proof of the theorem is complete. ■

Remark B.1.3. There is sublety in the previous proof: the version of Choquet’s theorem that we
presented in chapter 2 assumed that the compact convex set considered is metrizable, a condition
that K1 does not satisfy. It happens that Choquet’s theorem does not actually require metrizability,
but the measure obtained is not necessarily supported in the set of extreme points, since this set may
be fail to be Borel.

In our case, the set K1 is actually ω∗ closed; this is a version of the well known Riemann-Lebesgue
lemma. To establish this fact consider a net (ϕi) ∈ G∗ ∪ {0} such that the corresponding functionals
Fi = Fϕi converge to F = Fϕ. Take c, d ∈ Cc(G) and note that

F (c ∗ d) = lim
i
Fi(c ∗ d) = lim

i
Fi(c)Fi(d) = F (c)F (d).

By approximation, the same holds for c, d ∈ L1(G). Likewise, F (c∗) = F (c). In particular,
|F (c)|2 = F (c∗c) for all c ∈ L1(G) and hence extends to a functional F̃ on the set obtained by
adjoining a unit to K1. Either F̃ (e) = 0, which implies that F is the zero functional (and thus
ϕ = 0), or F̃

F̃ (e)
preserves products and is 1 on e, thus by lemma B.1.6 it is extremal. In this case F̃ is

a multiple of the functional given by a character, F̃ = ˜F (e)Fχ. Then

F̃ (e) = F̃ (e)F̃ (e) = F̃ (e)Fχ(e) = F̃ (e)⇒ F̃ (e) = 1

and F̃ = Fχ. This implies that ϕ = χ ∈ G∗.
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B.1.1 The Spectral Theorem for Unitary Representations

Consider π : g → U g unitary representation of G and x ∈ H: as we saw before the function
f(g) = ⟨x, U gx⟩ is positive definite, and if µx denotes the measure on G∗ corresponding to f ,
then for c : G→ C of finite support,

∥
∑
g

c(g)U gx∥2H =
∑
g,g′

f(g − g′)c(g)c(g′) = ∥
∑
g

c(g)Mg1∥2L2 (B.3)

Definition B.1.5. µx is the spectral measure of the element x (corresponding to the representation
π). The subspace

Hx = span {U gx : g ∈ G}

is the invariant sub-space of x.

If G = Z (i.e. π(n) = Un for some U ∈ U(H)) then Hx is usually called the cyclic subspace of
x. Note that Hx is an invariant subspace for the representation π.

Consider y =
∑

g c(g)U
gx ∈ span {U gx : g ∈ G} and define Φ(y) =

∑
g c(g)χg1; by eq. (B.3)

Φ preserves inner products, and thus extends uniquely to an invertible isometry Φ : Hx → L2(µx).
Observe that for g0 ∈ G fixed and y as before,

Φ(U g0y) = Φ(
∑
g

c(g)U g+g0x) =
∑
g

c(g)Mg+g01 =Mg0Φ(y),

and arguing by continuity, Φ ◦ U g =Mg ◦ Φ on Hx.

Definition B.1.6. Let π : G→ U(H), π′ : G→ U(H′) unitary representations of G. We say that
π, π′ are unitarily equivalent if there exists Φ : H → H′ invertible isometry such that for every g ∈ G
it holds

H π(g) //

Φ
��

H
Φ
��

H′
π′(g)

//H′

We have shown:

Corollary B.1.9 (Spectral Theorem for Unitary Representations). Let π : G → U(H) be a
unitary representation of a (locally compact) Abelian group G, and let x ∈ H. Denote by πx
the restriction of π to the subspace Hx. Then πx is unitarily equivalent to the representation
M : G→ L2(µx),Mg(h) = evg · h.

We can exploit further the same idea. Let us denote

C[G] = {
∑
g

c(g)g : c : G→ C of finite support},

and remark that C[G] is an algebra over C with the product inherited from G. Given π : G →
U(H) unitary representation, it can be extended to a representation of algebras π̃ : C[G]→ C[U g]
where

C[U g] = {
∑
g

c(g)U g : c : G→ C of finite support} ⊂ B(H).
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In other words, we equip H with a structure of C[G] -module. If a =
∑

g c(g)g ∈ C[G], we denote
Ua = π̃(a) =

∑
g c̃(g)U

g.
Back to the hypotheses of the previous corollary, consider a =

∑
g c(g)g ∈ C[G] and compute

Φ(Uax) = Φ(
∑
g

c̃(g)U gx) =
∑
g

c(g)χg =Ma1 =Ma(Φ(x)).

By linearity and continuity of Φ, Φ ◦Ma = Ma ◦ Φ on Hx; this means that Φ conjugates the
representations a 7→ Ua and a 7→Ma of C[G]. Let us also observe that since Φ isometry,

∥Ua : Hx ý∥OP = ∥Ma : L
2(µx) ý∥OP = ∥

∑
g

c(g)evg∥L∞

From the above we deduce that Φ induces an isometry Φ̃ : (C[U g], ∥·∥OP)→ Φ̃ : (C[Mg], ∥·∥OP), an
thus it extends to an isometry Φ̃ : B(U g,Hx) := C[U g] ⊂ B(H) → C[Mg] ⊂ B(L2(µx)). Given
ϕ ∈ C0(M)(supp(µx)) we can define Mϕ : L

2(µx) ý by

Mϕ(ψ)(χ) = ϕ(χ)ψ(χ),

and is easy to check that ∥Mϕ∥OP = ∥ϕ∥L∞. Using Stone-Weierstrass we deduce that C[Mg] = {Mϕ :
L2(µx) ý |ϕ ∈ C0(M)(supp(µx)}; observe also that Φ̃ conjugates the actions B(U g,Hx) ↷ Hx

and C0(M)(supp(µx)) ↷ L2(G∗, µx). Summarizing, we have proved the following.

Theorem B.1.10 (Spectral Theorem for Unitary Representations - Functional Calculus). Let
π : G → U(H) be a unitary representation of a locally compact Abelian group. Then for every
x ∈ H there exists a unique µx ∈M(G∗) non-negative finite measure and a isometric isomorphism
Φ : Hx → L2(Hx) satisfying:

1. ∥µx∥TV = ∥x∥2H.

2. Φ conjugates the actions B(U g,Hx) ↷ Hx and {Mϕ : ϕ ∈ C0(supp(µx))} ↷ L2(µx). There-
fore, for every ϕ ∈ C(supp(µx)),

⟨x, ϕ(U g)x⟩ =
∫
ϕ(χ) dµx(χ)

where ϕ(U g) = Φ ◦Mϕ ◦ Φ−1.

Remark B.1.4. Similarly, we can consider

SOT(U g,Hx) := clSOT{V : Hx ý: V ∈ C[U g]}

and note that Φ conjugates the actions

SOT(U g,Hx) ↷ Hx and {Mφ : φ ∈ L∞(µx)}↷ L2(µx)

Now take x, y ∈ H, and define Ψ : C[Mg]→ C by

Ψ(
∑
g

c(g)Mg) =
∑
g

c(g)⟨y, U gx⟩
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This map is linear, and

∥Ψ∥ ≤ ∥y∥H · ∥
∑
g

c(g)U gx∥H = ∥y∥H · ∥
∑
g

c(g)Mg∥L∞

hence extends continuously to a bounded functional over C0(supp(µx)); by the Riesz’ representa-
tion theorem there exists a Radon measure µx,y on supp(µx) such that

Ψ(Mφ) =

∫
φ dµx,y φ ∈ C0(supp(µx)).

In particular,

⟨y, U gx⟩ =
∫
χg dµx,y.

Observe that since U g ∈ U(H) for every g, it follows µy,x = µx,y. We now consider

Trig = {
∑
g

c(g)χg : c : G→ C of finite support} ⊂ L2(µx)

and define Ψ̂ : Trig→ C by

Ψ̂(
∑
g

c(g)χg) =

∫ ∑
g

c(g)χg dx,y = Ψ(
∑
g

c(g)Mg) =
∑
g

c(g)⟨y, U gx⟩.

Clearly Ψ̂ is bounded, thus extends uniquely to a functional in L2(µx)
∗, and therefore there exists

ψ ∈ L2(µx) such that for every φ ∈ L2(µx),

Ψ̂(φ) =

∫
ψφ dµx.

It follows that dµx,y = ψ dµx; by symmetry, µx,y is also absolutely continuous with respect to µy.
Note that µx,y = 0 if and only if

⟨y, U gx⟩ = 0 ∀g ∈ G⇔ y ⊥ Hx.

Definition B.1.7. µx,y is the correlation measure for x, y.

Again, if φ ∈ L2(µx) it makes sense to define φ(U g) : SOT(U g,Hx)→ C as the unique function
satisfying for every y ∈ H, g ∈ G,

⟨y, φ(U g)x⟩ =
∫
φ dµx,y.

B.2 Multiplicity

Let us start noting the following

Lemma B.2.1. Let y ∈ Hx

1. µy << µx with dµy
dµx

= |Φy|2.
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2. µx ∼ µy ⇔ Hx = Hy.

Reciprocally, if µ << µx is a positive finite measure, then there exists y ∈ Hx such that µy = µ.

Proof. For g ∈ G we compute

⟨y, U gy⟩ = ⟨Φy,ΦU gy⟩ = ⟨Φy,MgΦy⟩ =
∫
χg|Φ|2 dµx

and by the the uniquess part of the Spectral Theorem, it follows 1. To establish 2, note that from
what we saw before Hx = Hy implies µx << µy and µy << µx. For the converse, we use Φ and
identify

x = 1

U g =Mg g ∈ G
y ∈ L2(µx)

Then dµy = |y|2 dµx, and since by hypotheses both measures are equivalent, it follows that
y ̸= 0 µx - a.e. Let

P= {Mϕy : ϕ ∈ C0(suppµx)} ⊂ L2(µx)

and take z ∈ P⊥; it follows∫
zMϕy dµx = 0∀Mϕ ⇒

∫
Mϕ(zy) dµx = 0 ∀Mϕ

⇒ zy = 0 µx - a.e.; since y ̸= 0⇒ h = 0µx - a.e.

This implies that P⊂ L2(µx) is dense, hence L2(µy) = L2(µx).
Now suppose that ν << µx is a positive measure finite measure, and denote h = dµy

dµx
: then

0 ≤ h ∈ L1(µx), and thus
√
h ∈ L2(µx) = ImΦ, hence

√
h = Φ(y) for some y ∈ Hx. The space

Hx has a natural involution ∗ coming from taking the adjoints of the U g, and Φ(y∗) = Φ(y) =
√
h.

We conclude that dµy
dµx

= |Φ(y)|2 = Φ(y∗) · Φ(y) = h, thus µy = µ ■

Remark B.2.1. In particular, if y ∈ Hx then Φ(y) = α ·
√

(dµy
dµx

), where α ∈ L∞(G∗, µx) has
modulus one.

Now let us observe the following.

Proposition B.2.2. There exists a U g - invariant orthogonal decomposition H =
⊕

x∈F Hx, where
F is finite or countable. Moreover, if 0 ̸= z ∈ H is given, one can take F ∋ z.

Proof. Consider (en)n≥1 an orthonormal basis of H. Given 0 ̸= z ∈ H define x1 = z. If Hx1 = H
then we’re done. Otherwise, n2 = min{n ≥ 1 : en ̸∈ Hx1} <∞, and let x2 be projection of en2 in
H⊥
x1

: e1, · · · en2 ∈ Hx1 ⊕Hx2, and observe that the previous sum is an orthogonal sum (because
H⊥
x1

is U g invariant). If Hx1 ⊕Hx2 = H we are done, otherwise we keep going. In the end we
get a decomposition

⊕
x∈F Hx containing an orthonormal basis, thus coincides with the whole

space. ■

To take advantage of the previous decomposition let us note the following:
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B.2 Multiplicity 191

Lemma B.2.3. If Hx ⊥ Hy then µx+y = µx + µy.

Proof. For every g ∈ G, using that x ⊥ Hy, y ⊥ Hx,

⟨x+ y, U g(x+ y)⟩ = ⟨x, U gx⟩+ ⟨y, U gy⟩

⇒
∫
χg dµx+y =

∫
χg d(µx + µy) ∀g ∈ G

and the claim follows. ■

Definition B.2.1. We say that x ∈ H is of maximal type for the unitary representation U g if for
every y ∈ H, µy << µx.

Remark B.2.2.

1. If x, y are of maximal type, then µx ∼ µy. It follows that class of the spectral measures of
maximal type is well defined: this is called the maximal spectral type of the representation.

2. Consider the decomposition given in proposition B.2.2. By Bessel inequality, z =
∑

n
1

2n∥xn∥xn ∈
H, and by lemma B.2.3,

µz =
∑
n

1

2n∥xn∥
µxn

Now for any y ∈ H, y =
∑

n yn, yn ∈ Hxn and since µyn << µxn, it follows that µy << µz.
Hence z is of maximal type; in particular, the spectral type of U g is non-trivial.

We can make the following refinement of proposition B.2.2.

Theorem B.2.4. There exists a orthogonal decompositionH =
⊕

n∈F Hxn with F finite or countable,
and such that µxn >> µxn+1 , ∀n ∈ F .

In fact, the decomposition can be chosen such that x1 if of maximal type and µxn = 1Enµ, where
En ⊃ En+1 is a decreasing sequence of Borel subsets of G∗ and µ = µx1.

Proof. We proceed as in proposition B.2.2. Fix (en)n≥1 orthonormal basis of H and take x1 of
maximal type, E1 = G∗. If Hx1 = H there is nothing to prove: otherwise consider H̃ = H⊥

x1
, Ũ g =

U g|H̃, and let

• n2 = min{n ≥ 1 : en ̸∈ Hx1}

• y ∈ H̃ such that e1, · · · , en2 ∈ Hx1 ⊕Hy.

It is no loss of generality to assume that y is of maximal type for Ũ g. Let h = dµy
dµx

, and choose
E2 a Borel set µ - a.e. equivalent to h−1(0,+∞). Then 1E2 ∈ L2(µy) and 1E2µ ∼ µy, hence by
lemma B.2.1, there exists x2 ∈ L2(µy) such that µx2 = 1E2µy, and furthermore x2 is also of
maximal type for Ũ g, hence Hx2 = Hy. If Hx2 = H̃ we are done: otherwise we keep going. ■
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192 The Spectral Theorem for Unitary Representations B.3

B.3 The case of single unitary operator

For convenience of the reader, here we’ll write explicitly the Spectral Theorem and its conse-
quences for the case when we have a single U ∈ U(H), i.e. when the representation is of the
form π : n→ Un, n ∈ Z.

Theorem B.3.1. Let U ∈ U(H), x ∈ H. Then there exists a unique µx ∈M(S1) non negative such
that

µ̂x(n) = ⟨Unx, x⟩ ∀n ∈ Z.

Moreover, there exists Φ : Hx → L2(µx) isometric isomorphism satisfying

1. ∥µx∥TV = ∥x∥2H.

2. Φ conjugates the actions B(U,Hx) ↷ Hx and {Mϕ : ϕ ∈ C0(supp(µx))}↷ L2(µx). Therefore,
for every ϕ ∈ C(supp(µx)),

⟨x, ϕ(U)x⟩ =
∫
ϕ(χ) dµx(χ)

where ϕ(U) = Φ ◦Mϕ ◦ Φ−1.
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APPENDIX C

Distance between processes

We remind the reader definition 7.3.3 of dynamical process (T, P). Observe that if P is not a
generator, then we obtain a factor of the map T (chapter 9) therefore it is not a loss of generality
to consider only dynamical processes associated with generators. There is a technicality here: the
existence of a generator for the factor is not obvious, but it is true due to a theorem of Krieger.

In this part it will be convenient to assume that all spaces involved are regular (Lebesgue).

Convention. We will omit the explicit reference to zero sets. In particular, we say that two
processes (T, P), (S, Q) are conjugate if they are conjugate mod 0. This will be denoted as (T, P) ∼
(S, Q).

By corollary 7.3.3, (T, P), (S, Q) are conjugate if and only if they induce they same measure in
their natural presentation. Note that in this case necessarily #P = #Q.

In this part we are interested in comparing different processes, and for this we will define
some adequate distances. We start comparing different partitions.

Assume that P, Q are partitions of spaces (M,µ), (N, ν) with the same number of atoms, which
we consider to to be ordered. If P = {P1, · · · , Pk} we define its distribution as the vector

d(P) = (µ(P1), · · · , µ(Pk)),

and similarly for Q. There are at least two natural distances between P and Q.

• The distribution metric:

|d(P)− d(Q)| =
k∑
i=1

|µ(Pi)− ν(Qi)|.

• If (M,µ) = (N, ν) we can consider the partition metric

|P− Q| =
k∑
i=1

µ(Pi△Qi).

Clearly |d(P)− d(Q)| ≤ |P− Q|.
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Remark C.0.1. We have

|P− Q| =
∫ k∑

i=1

|1Pi
− 1Qi

| dµ

and
∑k

i=1 |1Pi
− 1Qi

| = ϕP,Q where

ϕP,Q(x) =

{
2 Q(x) = P(x)

0 otherwise.

Thus |P− Q| measures (twice) the average number of points that have the same name in both P, Q.

If P, Q are partitions of different spaces we can use the fact that Lebesgue spaces are isomorphic
to compare them1. Let L be a Lebesgue space and suppose that ϕ : M → L, ψ : N → L are
isomorphisms. Then

d̄ϕ,ψ(P, Q) := |ϕ(P)− ψ(Q)|.

More generally, if {Pi}ni=1, {Qi}ni=1 are sequences of partitions of the same number (k) of atoms in
M,N respectively, then

d̄ϕ,ψ({Pi}ni=1, {Qi}ni=1) :=
1

n

∑
i=1

|ϕ(Pi)− ψ(Qi)|.

In fact for us the important type of sequences of partitions are of the form {Pi}ni=1 =
{T iP}ni=1, {Qi}ni=1 = {SiQ}ni=1. Observe the following: let η : N → M isomorphism and take
ϕ = T−n, ψ = η ◦ S−n. Then

d̄ϕ,ψ({Pi}ni=1, {Qi}ni=1) = d̄Id,η({T−iP}n−1
i=0 , {ηS−iQ}n−1

i=0 ).

If now we define S̃ = ηSη−1 :M →M and Q̃ = ψQ then (S̃, Q̃) is a process in M and

d̄Id,η({T−iP}n−1
i=0 , {ηS−iQ}n−1

i=0 ) = d̄Id,Id({T−iP}n−1
i=0 , {S̃−iQ̃}n−1

i=0 )

Sometimes in the literature the definition between sequences of processes appears in this form.

Remark C.0.2. If d̄ϕ,ψ({Pi}ni=1, {Qi}ni=1) = 0 then the processes (T, P), (S̃, Q̃) assign the same mea-
sure to words of lenght n in their natural presentation.

Consider (T, P), (S, Q) processes with the same number of atoms and n ∈ N>0: denote

d̄ ((T, P), (S, Q), n) := inf
ϕ,ψ

d̄ϕ,ψ({Pi}ni=1, {Qi}ni=1).

Definition C.0.1. The Ornstein d̄ distance between (T, P), (S, Q) is

d̄ ((T, P), (S, Q)) = sup
n
d̄ ((T, P), (S, Q), n) .

Let us show that d̄ is in fact a distance.
1This is consequence from theorem 9.1.8.
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Lemma C.0.1.

d̄ ((T, P), (S, Q)) = lim
n
d̄ ((T, P), (S, Q), n) .

Proof. Denote an = d̄ ((T, P), (S, Q), n) and compute for all m ≥ 1,

anm = inf
ϕ,ψ

1

m

(∑n
i=1 |ϕ(TiP)− ψ(SiQi)|

n
+

∑n
i=1 |ϕT n(TiP)− ψSn(SiQi)|

n
+ · · ·∑n

i=1 |ϕT (m−1)n(TiP)− ψS(m−1)n(SiQi)|
n

)
≥ an

and the claim follows. ■

Proposition C.0.2. d̄ is a distance in the set of classes of conjugacy classes between processes.

Proof. Since d̄ (·, ·, n) is a pseudo-metric for every n, the same is true for the limit. Now if
d̄ ((T, P), (S, Q)) = 0, then for every n it holds

inf
ϕ,ψ

n∑
i=1

|ϕT−iP− ψS−iQ| = 0

and this by remark C.0.2 implies that both processes induce the same distribution in their natural
presentation, and therefore are isomorphic. ■

Here is a central theorem related to this notion.

Theorem C.0.3 (Ornstein). Suppose that {(Tn, Pn)}∞n=0 are Bernoulli shifts such that

lim
n
d̄ ((Tn, Pn), (T, P)) = 0.

Then (T, P) is a Bernoulli shift.
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